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ABSTRACT

The critical infrastructures have been penetrated by infomation systems. The
very basis that we depend on has become technologically entgled. New types of
vulnerabilities that evade current risk analysis methods lave emerged. Protocol
dependency is one of the key culprits.

This work focuses on collaborative management of protocolelated knowledge,
which is required in order to understand and mitigate the risks that emerge from
protocol dependency. The PROTOS-MATINE method was develagd to illustrate
inheritances and hidden links between protocols from mulfple angles. Charting
these linkages requires efficient knowledge management tagques. The seman-
tic Graphingwiki tool was developed to support this process

The protocol views created by Graphingwiki have been used imarious stages of
protocol-related vulnerability work. These visualisations proved to be an effective
aid for apprehending protocol environments. They highlighted problem areas,
such as protocols that are abundantly depended upon, barogurelations between
protocol families, and the inherent complexity of modern néworks. Moreover,
initial experiences on the applicability of Graphinwiki for purposes outside its
intended domain of application are very encouraging.

Keywords: critical infrastructure, risk assessment, vulrerability, dependency,
protocol, semantic Wiki
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THVISTELMA

Tietotekniikka on tunkeutunut syvalle kriittiseen infras truktuuriin. Monet yh-
teiskunnan perustoiminnot ovat riippuvaisia tietojarjestelmista. Tama on synnyt-
tanyt uudentyyppisia haavoittuvuuksia, joita ei pystytda huomioimaan nykyisilla
riskianalyysimenetelmilla. Erds suurimpia syita tdhan tilanteeseen ovat protokol-
lariippuvuudet.

Tama tyo keskittyy protokolliin liittyvan tiedon yhteisee n kasittelyyn, jota tar-
vitaan protokollariippuvuudesta johtuvien riskien ymmar tdmiseen ja hallintaan.
PROTOS-MATINE-menetelma kehitettiin havainnollistamaan protokollien peri-
maa ja esittAmaan monipuolisesti piilevia kytkdksia. Naieén kytkdsten kartoitta-
minen vaatii tehokkaita tiedonhallintatekniikoita. Tamé&n prosessin tukemiseksi
tassa tyossa kehitettiin semanttinen Graphingwiki-tyokau.

Graphingwikin luomia nékymid kaytettiin protokolliin lii ttyvien haavoittu-
vuusprosessien useissa eri vaiheissa. Nakymat osoittaivat tehokkaaksi mene-
telméaksi protokollaymparistbjen hahmottamiseen. Ne korgtavat ndiden ympa-
ristdjen ongelma-alueita, kuten protokollia, joihin viit ataan runsaasti. Nakymat
myos esittavat ronsyilevat yhteydet eri protokollaperheden valilla seka paljas-
tavat nykyisten tietoverkkojen luonteenomaisen monimutlaisuuden. Alustavat
kokemukset Graphingwikin soveltuvuudesta sen alkuperaissta tarkoituksesta
poikkeavaan kayttoon ovat hyvin rohkaisevia.

Avainsanat: kriittinen infrastruktuuri, riskinarvioint i, haavoittuvuus, riippuvuus,
protokolla, semanttinen Wiki
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1. INTRODUCTION

During the past few decades, critical infrastructures hatreduced information sys-
tems for reasons of reduced costs, increased efficiencynandunctionality. As a
result, modern society as a whole depends on various comgygtems for the con-
tinuous operation of many of its functions. These systeme lh@come increasingly
complex and federated across governmental, corporat@aimhal boundaries. [1][2]

A common maxim of quality control states that the total numideflaws in infor-
mation systems grows linearly to complexity [3]. These flamtsoduce failures and
security problems that have a significant effect on soci$ycomplex critical systems
have become abundant, new risks have emerged that regphissocated methods for
their analysis and management [4].

Risk analysis methods for information systems have beeodaoted by technolog-
ical nations and many corporations. Most of these methodsatg on the operational
and policy levels, taking into account inter-infrastrueldinkages, best practices and
other issues that affect the systems in an infrastructi¢6]

However, there are few methods that truly take into accdwmtomplexity of com-
puter systems as a major enhancer of the risk. Besides mfitte code base and thus
introducing more flaws, complexity results in dependenai@®ngst the system and
with other systems [7]. These dependencies create newadypeterabilities that are
left unnoticed by current risk analysis methods.

This work presents the PROTOS-MATINE method and the Gragiki tool that
provide risk analysis with new tools for fathoming complewieonments. A key is-
sue surrounding the subject is protocol dependency. Masgmucomputer systems
implement a number of protocols, which they use for commaftioa via various in-
terfaces. Different types of linkage between these prdsootroduce vulnerabilities
that threaten critical infrastructures. This work focusesefficient management of
protocol related knowledge, which is required in order tdenstand and mitigate the
risks that emerge from protocol dependency.

The method and the tool are used to gather data from tecrspeaifications and
from experts of different protocol environments. The aculated data is then visu-
alised, bringing up different aspects from the data relé&beprotocol usage, depen-
dency and security. The resulting views can additionally®ed as a communication
method between researchers, managers, and other operdtiverence is used as a
method of gaining profound insight to dependency chainsretworks.

This work argues that a similar knowledge management appraauld also be
effective for other domain-specific tasks where an univéogacal scope and some of
the other stumbling blocks of semantic technologies ar@anagsue [8] [9].

1.1. Critical Information Infrastructure

The critical infrastructures have been penetrated by mépion systems. The very
basis that we depend on has become technologically entangle

“The protection of critical infrastructures such as tel@oaunications,
energy, financial services, health care, public services ti@nsportation
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[...] not only exhibit strong interdependence but are atswaasingly re-
lying on information systems for their operation.” [10]

Vulnerabilities infest information technology. The numioé information technol-
ogy vulnerabilities tracked by the information securitytebalog CERT/CE& has in-
creased from a hefty 1090 occurrences in year 2000 to oved it2the first quarter
of 2005 alone. Incidents where these vulnerabilities haanlabused have become so
frequent that this watchdog has lost track of them [11].

The rise of vulnerabilities is new to traditional indussrithat have only quite re-
cently become dependent on the information infrastruaturaformation technology
in general [12]. Vulnerabilities manifest in new threatattgenerate risks for indus-
tries, which in turn try to protect their assets and operatiith the help of risk man-
agement. However, vulnerabilities cannot be mitigateaieffitly without first under-
standing the dependencies involved [4].

Technological dependency has been investigated beforarious studies and pro-
grams (see for example [4], [6], [12], [13], [14] and [15].hd effects of dependency
cannot be negated with the help of mere technological swistivhich would only
increase the complexity of the system, and would thereforiaér add to the effects
[7]. Instead, efficient risk management of dependent teldgnes would require mul-
tifaceted analysis methods for different aspects of teldgical dependency [4]. The
science of dependencies is relatively immature and mangrdigncies are not yet
understood or even uncovered [13].

There is a lack of tools in risk assessment for understanttiagmpact that the
disclosed vulnerabilities have on the critical informatiafrastructures. How to de-
termine the impact of a disclosure of a vulnerability in adurct, in certain types of
products or in a more abstract concept such as a protocol glementations of a
certain protocol? There is no easy way to gather answersetéotlowing types of
guestions:

1. If a product is affected, are similar products affected?
2. If a product is affected, are seemingly unrelated or bffieé products affected?

3. If a vulnerability is disclosed in one networking contexty. the Internet, does
it affect a different context, such as the telephone netark

4. If a vulnerability affects desktop computing, are appt@s with embedded soft-
ware in danger?

One approach for finding the answers is to explore prototatguages shared by
the information systems for communication. Previous woykthe Oulu University
Secure Programming Group (OUSPG) has derived a new dinren$idependency
from practical vulnerability work, namely that of protoad¢pendency. It is realised
when protocols within a single protocol family or even betwg@rotocol families have
a connection. The impact area of vulnerabilities in a shaedponent is greatly ex-
panded due to protocol dependency. This may lead to fadts#n have a significant
effect on an infrastructure.

http://www.cert.org/
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1.2. Collaborative Knowledge Management

Charting the linkages of protocols is a difficult subjecttieguires efficient knowledge
management techniques. Hypertext has been advocated &stiarséor problems
resulting from information complexity [16]. In recent yeaWikis and the semantic
web have become the state of the art methods for the manageigriormation
[8] [19]. Wikis have proven to be an effective means for thbembive gathering and
editing of bodies of data ranging from encyclopaedia to bagking and journals [18].
Semantic web is envisioned as a universal medium for dataaege and as a tool to
manage the interconnection of information, enabling aatiech analysis of data [17].

Both of the technologies have strong selling points: Wikislde collaborative,
open, evolutionary, and easy modification of data, and theaséic web employs Re-
source Description Framework (RDF), a powerful yet reldtivsimple language for
representing information about World Wide Web (WWW) resesr[20].

This work introduces Graphingwiki, a Wiki extension thahaito enable knowledge
engineering in Wikis by sidestepping the complexity of setitatechnologies. Users
introduce semantic data into the Wiki by simply tagging sagad page links with
words or phrases that sound suitable to them.

Interactive visualisation is proposed as a method for wstdading the relations of
information on the Wiki pages. Visualisations can be usedawigate the Wiki, and
they include facilities for filtering out non-relevant dafiehis enables the quick deriva-
tion of a general view on any desired topic or entity.

Furthermore, Graphingwiki includes some logic reasoniagabilities for refining
specific knowledge from the Wiki tags. Special Wiki pages icaetude rules that lead
to new conclusions about specific tags, and the resultirg ckat be queried for sets
of pages and tags that fulfil the premises of the query. Thesgnts a fine-grained
method for discovering relations amongst the wealth of.dédtualising the results of
these queries can further clarify the derived relations.

1.3. Contents

The following chapter presents a background on the maimsssticritical information
infrastructure protection and knowledge management. y&simabn these issues forms
the requirements for Graphingwiki. The existing applicas for collaborative knowl-
edge management are surveyed based on these requiremdsaiste!C3 introduces
the concept of protocol dependency and the PROTOS-MATINEhatefor managing
these dependencies. Data gathering processes of the naethedplained generally
and in the context of Graphingwiki. Chapter 4 first lays ot tletailed design of the
tool and continues to trace its prototyping phase. Chapt&illdliscuss the results
along with their value and limitations, and will presentlmés for future research and
development of the tool. Finally, Chapter 6 will conclude thork.
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2. BACKGROUND

The first section of this chapter presents the crucial raé ¥hinerabilities constitute
for the risk analysis of critical infrastructures. Analysin the nature and prevalence
of vulnerabilities is carried out. The second section dbssra set of disclosed vulner-
abilities in well-established protocols. These vulneraes had substantial effects on
critical infrastructures as they implicated faults in a fognof subtly related protocols.
The importance of finding these relations proactively istilustrated.

As the analysis of protocols requires efficient tools, thedteection presents some
of the current methods for the management and visualisatibmowledge. The fourth
section fleshes out the requirements for efficient knowledgeagement in the context
of protocol analysis, and peruses the applications withlainfeatures. Finally, the
fifth section summarises the chapter.

2.1. Critical Information Infrastructure Protection

Faults in technology result in failures and vulnerabigitibat produce ill effects on
its users, the most prominent of which are critical infrastures. These effects are
mitigated by risk analysis, which requires careful anaydithe technologies involved.
As technology has grown in sophistication and complexititais become dependent
on other technologies in obscure ways, resulting in equatlycure vulnerabilities.
Meanwhile the most common vulnerabilities continue toatefin most software at a
steady rate. This makes the study of vulnerabilities a notiw subject in the field of
critical information infrastructure protection.

2.1.1. Risk Management

“The essence of risk management lies in maximizing the amase
we have some control over the outcome while minimizing tleaswhere
we have absolutely no control over the outcome and the liakeggween
effect and cause is hidden from us.”

Peter L Bernstein, ‘Against the Gods, The Remarkable StbRisk’,
p.199

Risk management is used in practically all current orgdinsa and enterprises to
protect their assets and ensure their continued operaftomuse of risk management
as a decision-making tool is recommended throughout thanisgtion, from senior
management to the administration of individual devicesskRs thought of as the
function of the likelihood of a threat source displaying dgmdial vulnerability, and
the resulting impact of the adverse effect. [21] [5]

A crucial part of risk management is the risk assessmentephiasvhich the rel-
evant processes and systems are identified, and their dhaadtvulnerabilities are
anatomised along with the corresponding likelihoods. Ftiease factors risks are de-
termined with the help of impact analysis. When the riskskai@vn, the process can
continue with the development of mitigation strategiesfiar relevant risks. [21]
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Critical information infrastructures present severalligmges for efficient risk as-
sessment. Finding relevant functions requires that itriregires must first be dis-
sected to a group of critical sectors. In some cases the sisayytaken further and
critical elements are identified within the sectors [6]. Heetors and elements must
be evaluated in the proper context to distinguish the cagplamong them, and thus
among the infrastructures. These couplings are calleddependencies if the rela-
tionship between affected infrastructures is bidireaipand dependencies if it is uni-
directional [13].

The dependencies and interdependencies can be seen toyemblighle dimen-
sions such as their environment, feedback mechanisms|weftypes [5]. The degree
and type of the dependencies strongly influence the opgratiaracteristics of the af-
fected infrastructures. A vulnerability in linked infrasttures can cause failures due
to a common cause, cascading failures, or even escalatingefaamong the affected
infrastructures [13].

Current information infrastructures consist of severtiiconnected infrastructures
that expand over countries and continents. The efficiencpwimunication networks
has prompted their use even in the most implausible placée cdbmposed infras-
tructures exhibit significant complexity and nonlinear dgymcs due to the variety of
interconnected elements. A single failure in one part ofitifrastructure can cascade
throughout the network over a varying time-span and finallyse catastrophic failures
in the infrastructure. The origin of the failure might notdadent due to the complex-
ity of the interconnections. Thus, the study of dependenisiessential for mitigating
risks caused by the vulnerabilities of an infrastructugg. [

2.1.2. Dependencies

There have been some analyses on the interdependencidtecérdicritical infras-
tructure sectors and their technical and managerial lagensie analyses have gone as
far as identifying critical information technology componrts and their interdependen-
cies with other components, or using historical data to rtiaeedynamic behaviour
of an interconnected system [14] [5].

However, risk analysis of a single Information Technololfy) component is chal-
lenging due to the very nature of information technology. sliffers from the very
same continuous evolution and modification that has made widely used in the
first place. Changes in the environment, components, acthite, and procedures cre-
ate new risks and demand continuous reassessment of thedgorerisk assessment
[15] [12]. The current analytic methods for reaching a mavkstic view of the risks
and interdependencies of IT systems fall short of what woeldequired, while vul-
nerabilities are prevalent among practically all IT syssg®]. The current trend of
ubiquitous interconnectivity of IT systems has resultedvidespread vulnerability,
where continuously increasing levels and varieties ot&gdave emerged [22].

The heated market situation in the IT industry does not eragmiefforts to reduce
the vulnerabilities by the means of research and analy8is §&d technical solutions
will not alone be sufficient to eliminate the risks createdloy vulnerabilities due to
their inherent complexity and vulnerabilities [13]. Thiene the research on vulnera-
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Figure 1. Plans vs. reality in implementation.

© Pasi Kemi

bilities is a decisive topic in mitigating the risks relateedI T systems and ultimately
to critical infrastructures.

2.1.3. Vulnerabilities

When requirements for a system are gathered into a systerifisgion the focus is
on the positive requirements, ie. on what the system showuldSbme security and
safety aspects may be incorporated in positive requiresnenich as authentication
and cryptography. However, specifying that a system shasgdcryptography is more
a design choice which attempts to fulfil confidentiality regment, for example for
data transportation. It would be more accurate to requaettie information in tran-
sit is not disclosed to unauthorised party. Security aspeescribed in this fashion
are negative (or inherent) requirements, classic examgiglthe system should not
crash”. A downside of the negative requirements is that #reyhard if not impossible
to systematically test for in the final system. The only iadipossibility is to prove
that the negative requirements are not attained.

Theory meets practice when the system undergoes impletieentas a result, we
get both more and less than we asked for. In information systhis deviation is due
to a gap between typically natural language requiremerdsnaachine language of
the implementation and cultural differences of peoplerprieting and implementing
the specifications. Technical decisions, such as the clbiteols and programming
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language, also play a major part in the deviation. Figurduktilates the complica-

tions introduced by the inherent imperfection of the impdertation. At best, positive

requirements result in desired features. Failure of anempghtation to capture the
positive requirements leads to conformance bugs, i.eur&slin conforming to the

requirements. Extra functionality brought in by the imptartation results in creative
features, that is, features that can be used to achieveidoatty that neither the re-

guirements, designer, nor even the programmer anticipAethe actual functionality

of the system enters the area of negative requirementssieddeatures have been
implemented and the security of the system has been comgedry vulnerabilities.

The need to differentiate between desired and actualisedifunality has been recog-
nised in the context of critical infrastructure protect[@a].

Innate vulnerabilities result when ideas are refined intacogete implementations.
These vulnerabilities can be as varied as the implementatieey appear in - for ex-
ample the Common Vulnerabilities and Exposures projedsdia@s vulnerabilities in
numerous continuously evolving categories [24].

Traditional vulnerability research has proceeded mositlg very reactive fashion,
addressing vulnerabilities as they are discovered in aéjate & patch” paradigm
[25]. An internal or external auditor finds a vulnerability an implementation and
reports it. The vendor or maintainer of the implementatamihen proceed to fix it. In
the process, knowledge about vulnerability types has beeumaulated and remedies
for common vulnerabilities have become well known. Yet vasdontinue to produce
software that contains common vulnerabilities, which ¢ibue a major portion of the
total amount of disclosed vulnerabilities [26].

2.2. Vulnerability Assessment of Protocols

OUSPG has claimed that programming errors leading to vabikies are systematic,
and that many of those vulnerabilities could be eliminatgdystematic testing [27].
In the PROTOS project, OUSPG set out to find several vulnerabilities fromltim
ple implementations with systematic testing. The usedaagudr was black-box (i.e.
functional) testing of protocol implementations.

Every connection of a software to its exterior takes plaeewiinterface using a ded-
icated communications protocol. In effect, these prot®aoé used for communication
between software functions, software modules, softwangpoments, software pack-
ages, or even between the software and the user. In the ablhsrtesting performed
during the PROTOS project, syntactical errors were indarieo protocol messages,
and the messages were input to the tested implementatitvesimiplementation was
deemed to have failed the test if it exhibited vulnerabledvedur upon receiving the
input. [28]

The testing was done in a systematic fashion and could bategend verified at
any time. As many protocols are standardised and used byaséwglementations,
the same material could be used to test a multitude of impMaiens using the tested
protocol. Possibilities emerged for finding a mass of vidbdities in several protocol
implementations in a systematic fashion.

http://www.ee.oulu.fi/research/ouspg/protos/
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2.2.1. Linkage of Protocols

This chapter describes three of the test material suitelsspell by the PROTOS team.
These materials produced a large quantity of vulnerabdéta and revealed depen-
dencies involved in information system vulnerabilitiesheTtest suites, designed for
established Internet protocols, are listed below in ord@ublication:

1. Lightweight Directory Access Protocol (LDAP)
The material covers protocol version 3

2. Simple Network Management Protocol (SNMP)
The material covers protocol version 1

3. H.225.0
Part of the H.323 video conferencing protocol suite
The material covers protocol version 4

The findings from the test materials confirmed the claimsedtaly the PROTOS
project: 80% of the products tested within the project thifleie to exploitable flaws
[27]. The public disclosure of the different test materiakre handled by Australia’s
National Computer Emergency Response Team (AusCERT), $hedded CERT Co-
ordination Center (CERT/CC), and the National InfrastnoetSecurity Co-Ordination
Centre of the United Kingdom (NISCC). The advisory for theMBMN/1 test suite alone
has statements from 140 vendors [29].

After testing the material for LDAP, it became suspect far BROTOS team that
there are implementation level vulnerabilities in varid\sstract Syntax Notation 1
(ASN.1) parsers, which are prevalent in protocol impleragans. Initial analysis and
observations supported this. Thus, the most significanaaghpaused by the test ma-
terials reached far beyond the scope of the protocols ieeblizor example the LDAP
and SNMP protocols both use a syntactic notation called ASiHore specifically its
Basic Encoding Rules (BER). Syntactic errors with respe¢hé notation were rou-
tinely used in the corresponding test materials. Duringrtgst became apparent that
the material evoked vulnerable behaviour also on unreiatptementations that used
ASN.1.

The PROTOS team compiled an internal list of core protoamiseiect the target
protocol for the next test suite. Creation of an ASN.1 BER s$e#te was considered,
but after some consideration an SNMP test suite with extenS6N.1 BER encoding
tests was selected.

The SNMPv1 test suite attracted much attention, and otliersabecame aware of
ASN.1 vulnerabilities and began to work on the subject. NIStompiled a list of top
ten ASN.1 protocols relevant in the critical national istraicture perspective. This
served as guidance for further research, and prompted t&F ©R team to generate
test material for H.225.0. [30]

This discovery enhanced attention on IT-related risks. Jévereness is demon-
strated by the fact that the US president was briefed on thé. A8ulnerabilities [31].
The impact is well described by a study on Canadian critiealvork infrastructures.
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“Testing by Oulu University in Finland recently exposediges vul-
nerabilities in the widely-used version 1 of the Simple NatevManage-
ment Protocol (SNMP) and the Light Directory Access ProtdcDAP).
The formal definition language Abstract Syntax Notation BK) [sic]
has been implicated in both of these vulnerabilities buteeigphave not
agreed on whether the problem lies with the Basic EncodinigdRior
ASN1 [sic] or the way the rules are used in implementationacethe
Basic Encoding Rules are used very widely in protocols migmin the
world-wide telecommunications infrastructure, the pesblhas serious
implications regardless of the root cause.” [32]

Another issue of impact beyond the obvious was uncoverdadglthie development
of the H.225.0 test material. It was noted that H.225.0 irmaets a subset of Inter-
national Telecommunication Union (ITU-T) recommendat{®®31 [33]. Q.931 has
been developed by ITU-T in co-operation with ATM Forum. lwised in Integrated
Services Digital Network (ISDN) signalling and a relateadtocol User to Network
Interface (UNI) is used in Asynchronous Transfer Mode (ATdiDnalling. Thus the
potential impact of the H.225.0 test material containin@3. tests would be vastly
larger than intended. This raised questions on the linkdgeatocol specifications
and prompted research on protocol dependency.

During the creation of the test suite a new vulnerability domwas discovered.
Initially the PROTOS team studied Q.931 as a part of the Hig&@arch, and not
until some studies on ISDN it was discovered that the prdsosbared a common
connection control protocol. Later it was discovered th&MAalso shares a related
control protocol - User to Network Interface.

2.3. Knowledge Management

Charting the linkages of protocols is a difficult subjecttthequires efficient knowl-
edge management techniques. The management of organadtimwledge is cur-
rently seen as a key asset to the success of an organisattof ¢he economy as a
whole. Knowledge management includes tools, processepractices necessary for
the capture, transfer and reuse of the knowledge assets withorganisation.

Historically, a number of different technologies such agegksystems, knowledge
bases and document management systems have been used ts¢nable knowledge
management. However, the advent of the Internet has integtioumerous tools for
collaborative handling of information. This section summis@s some of the current
technologies to enable knowledge management.

2.3.1. Semantic Web

The Semantic Web is a W3C project that aims to augment theeotsnof the World
Wide Web with computer-understandable meaning, i.e. sgosai7]. A semantic
WWW page contains machine-readable descriptions that adhimg to its content,
thus enabling computers to process the page informatiomora efficient manner.
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<?xm version="1.0"?>
<rdf: RDF xm ns:rdf ="http://ww. w3. org/ 1999/ 02/ 22- r df - synt ax- ns#"
xmns:rss="http://purl.org/rss/1.0/">

<rss:item
rdf : about ="htt p: // ww. boi nghoi ng. net/ 2006/ 04/ 12/ many_better _ways_to_. htm ">
<rss:title>MVany better ways to tie your shoes</rss:title>
<rss:link>http://feeds.feedburner.coni boi nghoi ng/i Bag?nr670</rss: | i nk>
</rss:itenp

</ rdf : RDF>

Figure 2. Semantic data as expressed in the RDF/XML notation

@refix rdf: <http://ww. w3. org/ 1999/ 02/ 22- r df - synt ax- ns#> .
@refix rss: <http://purl.org/rss/1.0/> .

<htt p: // www. boi ngboi ng. net/ 2006/ 04/ 12/ many_better_ways_to_. htm >
rss:title ‘*Many better ways to tie your shoes’’ .

<htt p: // www. boi ngboi ng. net/ 2006/ 04/ 12/ many_better_ways_to_. htm >
rss:link <http://feeds.feedburner.conf boi ngboi ng/i Bag?nm=670> .

Figure 3. Semantic data as expressed in the N3 notation.

The Semantic Web concept is in no way unique in its functibusit provides standard
technologies that heighten interoperability and ease pfementation.

The standards comprising the Semantic Web include Extiensiarkup Language
(XML), XML Schema, RDF, RDF schema (RDFS) and Web Ontologyndwage
(OWL). XML provides the syntax for documents, whose struettan in turn be con-
strained with its schema. RDF is a simple data model for rigigito resources and
their relations. RDF Schema and OWL provide richer vocalyular describing prop-
erties and classes of RDF resources. [34]

RDF is the heart of the proposed standards framework. Itistnef subject-
predicate-object triples that are used to make stateméoist aesources. An RDF
resource can basically be anything that has a Uniform Resddentifier (URI), so
it can be used to refer to any web resource. The triples deseither relationships
between two resources, the subject and the object, or antadike subject, the value
of which is specified by the object. The predicate is a resotirat the relationship or
aspect describes. [20]

RDF can be expressed in various notations, of which RDF/X#thé most verbose.
The RDF/XML structure presented in Figure 2 contains a siaglicle from the RDF
Site Summary (RSS 1.0) feed of the BoingBofngeblog. The article is specified by
the rdf:about URI, and it is stated to have a title aspect withlue and a link relation-
ship with the feed item itself. The item, link and title type® specified according to
the RSS 1.0 namespace.

Another popular notation for expressing RDF data is Note8¢N3), which is de-
signed to be more compact and readable than RDF/XML [35]urei@ shows the
corresponding N3 rendering of the semantic data.

RDF has become popular even outside the context of the Senvieb due to its
simple data model and its ability to embody abstract, yepatiste concepts. The
model is generally seen to be better suited to knowledgeseptation than most of

2http://boingboing.net
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the previously used knowledge models. RDF triples are nitesh @valuated with the
help of queries that can be used for analysis and rudimergasoning from the data.
When supplemented with RDFS and OWL, RDF is often used fatecrg and man-

aging ontologies [8]. In this context, an ontology can beutfid of as a data model
representing an area of knowledge. The model consists aldisses of objects in the
domain, the attributes of the objects and the relationdhgpseen the classes and the
attributes. Effectively, an ontology defines a domain byadticing the terms that are
used when referring to the objects in the domain, along véhrules for reasoning
about such objects.

2.3.2. Wikis

A Wiki is a WWW site that allows its users to edit its contentain straightforward
manner [8]. In essence, a Wiki is a simplification of the ugaracess of WWW site
publication that eases and accelerates collaborativimgdRapid development is also
the property that has earned Wiki its name, which has beevedidrom the Hawaiian
word “wiki wiki”, most commonly used to mean “quick” or “fast

The first Wiki was WikiWikiWeb?, established by Ward Cunningham in 1995. He
created the Wiki concept along with its first implementatiSimce then there has been
a plenitude of Wiki implementations, but a number of commonctionalities have
remained, as summarised in the following.

Markup Although Wiki pages are normally rendered to HTML and vieweith
browsers like normal WWW pages, the rendering of the pagesrigolled by
simple text markup.

Linkage New articles can be created by linking to them, corresparigiempty pages
can be linked to.

Iteration All pages with the possible exception of special system pagea be edited,
often without any registration. Locking mechanisms préwemflicting simul-
taneous edits.

History Previous versions of pages are saved and can be easily iedp&thanges
between versions can be tracked and reverted.

Wikis have been a great success for a variety of purposesdimg software doc-
umentatiof,, software development issue trackingncyclopaedfa and corporate in-
tranets’.

As knowledge repositories Wikis have adopted the ideolbgy €ach Wiki page is
titled with sufficient precision to represent a single, wadfined concept. The used
open collaboration style may spawn inconsistency and ahuey that is managed by
the constant revision from the user base. Although the sfaaéViki at any point in
time is undetermined, the aim is at the eventual convergehite content.

3http://c2.com/cgilwiki
“http://wiki.apache.org/jakarta/
Shttp://www.edgewall.com/trac/
Shttp://www.wikipedia.org
"http://twiki.org/cgi-bin/view/Main/TWikiSuccessStes
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2.3.3. Semantic Wikis

Combining the approaches and techniques of Wikis and sémaab has met little
success. The little support traditional Wikis offer for sartic data usually culminates
in page categories and different kinds of comment tags. Samaeb tools are usu-
ally single-user oriented and their operation often rezpigxpert skills, which makes
knowledge engineering challenging for domain experts] [36] [8]

Wikis have the strength that they focus on the structureetitita instead of its pre-
sentation. Wiki users are accustomed to creating, linkimytagging content, which
represent the bare minimum requirements for taking adgandé semantics. Adding
semantic features to Wikis offers a smooth transition fgrieiting different layers of
knowledge. [38]

The bare minimum functionality for semantic capabilitiesa Wiki includes the
implementation of a small but functional subset of RDF. Talbws the Wiki way of
doing the simplest thing that could possibly work [39]. R[2Saurces are represented
on a Wiki page as tagged links and tagged page data. Togateage tags and the
link tags create RDF statements of the forqpage> <t ag> <l i nked page>,
<page> <tag> <URI resource>and<page> <tag> <tag val ue>.

The tags of a minimal semantic system represent a flat nacesoa do not have
a hierarchy of any kind. In a way, this method of adding seimattdta resembles
folksonomies such as del.icio.fis Tagging is simple and unrestrained as it aims for
easy diffusionin the user base. Existing mechanisms, sudtifarent kinds of linking,
category pages and macros, are utilised as much as poddades may freely select
the tags they use, which thus sacrifices consistency fotipadity. This approach can
prove more useful than forcing any predefined tagging sctjé6jd41].

A Wiki functions as its own ontology, formed by all the tagstire Wiki's pages
[42]. Each descriptive tag is assigned a page of its own saelas can be defined and
refined in the Wiki itself. The resulting ontologies are eegmive to humans but lack
the complexity and formality required for elaborate maehjmocessable constraints
on the page data. This does not present a hindrance for kdge/lmanagement — in
fact, the most successful knowledge models tend to be verglsiand specific [8].

2.3.4. Visualising Knowledge

In mathematics, a graph is a pdir = (V, E) of sets {' N E = () satisfyingEl C
[V]2. As graph theory suffers from multiple conflicting termiagies, the terminology
used in this work is defined as follows: the element¥’adre called nodes, while the
elements ofF are the edges, each of which connects two nodes. The usudioway
picture a graph is to draw a dot for each node and to draw a éheden two nodes if
the graph contains an edge between them. [43]

Graphs are an intuitive knowledge representation fornmat thus many knowledge
models have graph representations. This section intredsm®e of these representa-
tion formats and introduces a new one to be used in the Grgpiknimplementation.

8http://del.icio.us/
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RDF data can be visualised with directed labelled graphsRBR graph represents
RDF resources and literals as nodes and the types of thatrored as the edges. All
constituents of the graph are considered equal in thatsdurees can be depicted as
nodes that can in turn have attributes and relations. Figutepicts the RDF graph
representation of statements defined previously in thisesec

Many better ways

http://purl.org/rss/1.0/itle to tie your shoes
http://www.boingboing.net/2006/04/12/ )
many_better_ways_to_. html htt| ://purI .org/rss/l. 0/link
http://feeds.feedburner.com/

boingboing/iBag?m=670

Figure 4. Statements represented with an RDF graph.

Conceptual graphs are a knowledge representation languagesting of concepts
and their relations [44]. The concepts can be used to reprreee example, entities,
attributes, states, or events and the relations can regr@sg interconnection between
the concepts. In conceptual graphs, both the concepts aidréffations are repre-
sented as nodes. Edges represent the connections of vagezked between concepts
and relations. These two sets of nodes are bipartite, ifecegis are only connected
to relations and vice versa. Thus, contrarily to RDF gragns relations cannot have
attributes and relations of their own. The conceptual graphesentation of the state-
ments are shown in Figure 5.

http://purl.org/
rss/1.0ftitle

"Many better ways
to tie your shoes"

<http://iwww.boingboing.net/2006/04/12/
many_better_ways_to_.html>

<http://feeds.feedburner.com/
boingboing/iBag?m=670>

http://purl.org/
rss/1.0/link

Figure 5. Statements represented with a conceptual graph.

While the previously introduced visualisation technigfeesis on presenting all the
data about the knowledge at once, an interactive and exptgraisualisation method
is presented to reduce the visual clutter occasionallipated to these methods. Ex-
ploratory visualisation is an often used technique in dowéwork analysis, a branch
of sociology developed from the social science of socioynatid mathematical graph
theory. It has a heavy emphasis on using graphs, calledgaais, to gain insight into
social relations between people and organisations. [45]

Graphingwiki visualises the semantic relations of a Wilg@arepresenting the con-
cepts presented in the Wiki as graphs. Wiki pages and otkeurees are shown as
nodes of the graph, while the edges correspond to the linkelea the pages or other
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resources. The link tags are visualised with edge colouike\ile page tags can re-
spectively be seen from the colours of the nodes. These rolre explained in a
separate legend graph. Alternatively, the values of paggedan be shown by arrang-
ing all the nodes in respect to the tag values. Figures 6 dhd#rates the visualisation

style.
ttp://www.boingboing.net/2006/04/12 http://feeds.feedburner.com/
many_better_ways_to_.html boingboing/iBag?m=670

Legend

Many better ways
to tie your shoes

Figure 6. Statements represented with Graphingwiki, vindhrgs:title tag coloured.

While the Graphingwiki visualisations do not show all th#etient tags of the Wiki
pages, any non-trivial Wiki has a sea of tags on its pagest ofieghich are irrelevant
for a given visualisation. Thus, the exploration of vissations by selecting the tags
to be included may produce sufficiently limited, yet velgatiews. Selecting the con-
stituents of the visualised graph by the means of queriesrdacence might present
an even more fine-grained method of exploration.

Many better ways
to tie your shoes
ttp://www.boingboing.net/2006/04/12 http://feeds.feedburner.com/
many_better_ways_to_.html boingboing/iBag?m=670

Legend

Figure 7. Statements represented with Graphingwiki, nod#sred by the rss:title tag.

2.4. Applications

Traditionally, most knowledge management technologiege Haeen grounded on
knowledge base and ontology-centric approaches. Thekedkegies have often re-
sulted in monolithic applications that either strive fomgeality or are highly cus-
tomised to a given purpose, e.g. storing accounting doctsndn either case, the
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knowledge content is derived by a group of experts in a toprdfashion. This re-
quires a great amount of work for the extraction and taxosatron of data and for
the creation and upkeep of ontologies. [46]

Thus, traditional knowledge management tools are not Viaiidour approach.
Graphingwiki aims to exploit easy collaboration so thatadist gathered iteratively
and its ontology emerges in a bottom-up fashion. Hypertxt popular paradigm
of content management whose human-centric approach hasmeganany applica-
tions, the most successful of which has undoubtedly beem\ibréd Wide Web. A
number of tools have been produced for knowledge managemserg basic hyper-
text approaches. mSpdcaims for organising and alleviating information searching
structuring, and analysis. G24s a structure visualisation tool created by the Hyper-
structure Group at the University of Jyvaskyla. These agpgites are based on previ-
ous work in the hypertext community on information repreagan: mSpace employs
models called mSpaces, while Gzz uses Zzstructures crbwptibe hypertext pioneer
Ted Nelson [47].

Current knowledge management tools have increasingly @&edrSemantic Web
technologies, most notably RDF. Most of them are single-asented tools that en-
hance normal existing tools, such as desktop environmat®ditors. Examples of
these include Gnowslisand the Wiki-like SemperWikf. Fenfiré? is the follow-up
project of Gzz that introduces RDF as its main data sourceadtfition to the Gzz-
like structural views Fenfire includes mind map and Port&8ldeument Format (PDF)
document citation visualisations.

Existing semantic Wikis can roughly be divided into two catees, both of which
have advantages and problems. Wikis of the first type tremtestic information as
add-on data which has to be separately edited. This usuadlyies the Wiki to restrict
the semantic data to specific schema and ontologies butneidesable to experts
only. Rhizome** is a typical representative of this type of semantic Wiki.

Semantic Wikis of the other type include semantic data aseyial part of the
Wiki pages and have a markup style for it. These Wikis carhtrrbe divided into
two groups with respect to their handling of ontologies. Tir& group includes the
Wikis who can only import external ontologies and cannotfdineir own data models.
Wikis of this group include Maknfa and KendraBasé.

Wikis of the latter subgroup have some abilities for formandata model based on
the semantic data in the Wiki itself. They include SemantiedMwiki’ and Wik-
iISAR, Semantic Mediawiki aims to make semantics available tathsses by tak-
ing a lightweight approach for expanding the types of cantkat can be included
in a Wiki. WIikiSAR is also a lightweight semantic Wiki, verynsilar in nature to

Shttp://www.mspace.fm/
©nttp://www.nongnu.org/gzz/
Uhttp://www.gnowsis.org/
http://semperwiki.org/

Bhitp://fenfire.org/
Ynttp://rx4rdf.liminalzone.org/Rhizome
Bnttp:/iwww.apps.ag-nbi.de/makna/wiki/Main
http://www.kendra.org.uk/wiki/wiki.pl?KendraBase
Yhttp://meta.wikimedia.org/wiki/Semantic MediaWiki
Bhttp://wiki.navigable.info/
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Makna but including rudimentary visualisation abiliti@s forming a general view on
the Wiki.

As can be seen, there are a great amount of tools for the kdgerimanagement of
complex bodies of data. However, none of these tools aretalsiatisfy the following
requirements identified for Graphingwiki:

R1. Supports the iterative collaboration of a large bodyxpiests.

R2. Creates visualisations that can be interactively adbjat the needs of the user.
R3. Is widely available, enabling diffusion to a wide useséa

R4. |Is easy to use and does not require any substantialtgaini

R5. Enables the creation of a data model based on the content.

R6. Has advanced semantic querying or rudimentary infangrabilities.

Table 1 illustrates the features that the listed exampléiGgins implement, ac-
cording to their documentation. In many cases the docurhentdid not present the
features explicitly. In these cases a judgement on theadhibiy of a feature was made
based on overall analysis of the documentation. Whenessilple, the applications
or their demo versions were also tried in practice.

Table 1. A comparison between application features andtngmiki requirements

Applications R1| R2 R3| R4 | R5| R6
mSpace - - X | X |- -
Gzz - X |- - X |-
Gnowsis - - X | X |- -
SemperWiki - - X | X |- X
Fenfire X | X |- - X |-
Rhizome X |- X |- - X
Makna X |- X [ X |- X
KendraBase X |- - X |- X
Semantic Mediawiki X | - X | X | X |-
WikSAR X |- - X | X | X

There are many Wikis that already fulfil the requirements R3,and R4, which
suggests that a Wiki extension would be the most naturalemphtation method for
Graphingwiki. This work concentrates on implementing isgments R2, R5 and R6,
in the same order of preference. The FRONTtERoject had already used a rudimen-
tary form of visualisation in the wireless standard Wikicesce WiFiPedi#, which
shed light on the need for visualisations in the handlincaaje data sets. Graphing-
wiki is a more systematic approach for creating and exppvisualisations. There-
fore, this work largely focuses on requirement R2, which alas the most neglected
among the listed applications.

Phttp://www.ee.oulu.filresearch/ouspg/frontier/
2Onttp://www.wifipedia.org/
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2.5. Conclusions

Most current IT systems implement a number of protocols trobwhich they require
for normal functionality. In effect, the system can be comimated with by a num-
ber of means from various locations, and it parses diverseank data. This makes
the system, as well as other systems on the network, depeodehe implemented
protocols in a multitude of ways. If any protocol or its impientation that the system
is dependent on should exhibit vulnerabilities, all theragiens of the system may be
compromised.

Charting the linkages of protocols is a difficult subjectttteuires efficient knowl-
edge management techniques. Semantic Wikis are proposte asate-of-the-art
technique that enables the required collaborative knaydeghathering. As data on
protocols and their implementations is abundant, visaatias are presented as the
method for gathering a general view on the data. Interasismgalisations enable the
examination of different aspects of the data in an easy, Wkj and efficient manner.
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3. THE PROTOS-MATINE METHOD FOR ASSESSING
INFORMATION INFRASTRUCTURES

This chapter is divided into five sections. The first sectimnoduces the concept of
protocol dependency in the context of the examples and mexpers detailed in the
previous chapter. The second section asserts the need fodellmg methodology
for discerning protocol dependency, and introduces the IRF&®MATINE method to
carry out the task. The views and the data required by theadetre presented further
in the section. The third section presents collaboratioarasnportant component of
the PROTOS-MATINE method and elaborates on the data gatherocesses used.
Finally, limitations and problems of the stated approaah @esented in the fourth
section, and summaries are drawn in the final section.

3.1. Protocol Dependency

“When components of any system are highly interdependeetetis
no such thing as a local fix.”
Andrew Hunt and David Thomas, ‘The Pragmatic Programmer’

The PROTOS team has often been queried on the impact of theratilities dis-
closed with the test material. It has become apparent frerLiDAP, SNMP, and
H.225.0 cases that the impact assessment is not a triviaditesto the different levels
of abstraction of the vulnerabilities.

The assignment of abstraction levels to vulnerabilities soblem previously tack-
led by the Common Vulnerabilities and Exposures (CVE) mjEVE researched the
existing vulnerability taxonomies and presented the ComMdnerability Enumera-
tion standard that uses a single vulnerability abstradéweal [48]. This approach may
be useful from the point of view of a vulnerability database.

Looking back to the test materials, the concept of vulnditgleta levels emerges.
Meta levels present a multilevel vulnerability taxonomgid@ed to categorise vulner-
abilities based on their impacts. The basic idea of the tangnis that a vulnerability
affecting a low-level concept should have a high meta lemet] vice versa. The ra-
tionale behind the idea is that low-level concepts are moeggtent in the realm of
software than high-level ones. Thus, a systematic errohénirnplementation of a
low-level concept will result in vulnerabilities with a greimpact, whereas the impact
of corresponding high-level vulnerabilities may be lindite a single implementation.

The following list presents the classification of meta |lsvated by the illustration
of PROTOS test material relationships (see Figure 8).

Meta level O: As discussed earlier, traditional vulnerability reseanfien focuses
on a single vulnerability in a single implementation. Fadiftat usually lead to vulner-
abilities are disclosed from one or more versions of a sipgbeluct. These vulnera-
bilities exhibit meta level zero.

Meta level 1: Vulnerabilities in multiple implementations of a singleopcol are
classified as meta level one. The PROTOS team set out to fisd thenerabilities as
demonstrated by LDAP, SNMP, and H.225.0 test materials vghagtied in isolation.



27

2001 2002 2003 2004
(Meta level 1)
LDAP —> SNMP > H.323
ASN.1 ? (Meta level 2)

OUSPG NISCC

TOP TOP 10
SNMP SNMP
LDAP LDAP
X'-SgsngTLS QT4I\60

- ISAKMP/IKE X500

CRerT X509
KERBEROS KERBEROS

BGP

SS7
PGP H323/T.120/T.245 (Meta level 3)
ENERIC ASN.1 PKCS#10

Figure 8. Vulnerability meta levels vs. PROTOS test maleria

© Pasi Kemi

Meta level 2: Often protocols are created based on earlier specificatioisherited
from other protocol families that have a functionality demito the desired. In this
way multiple protocols or protocol families can share a canmaub-protocol. If the
shared protocol exhibits vulnerabilities, all the protof@milies involved may have
vulnerabilities. These shared vulnerabilities are pesgbas meta level two. This is
illustrated H.225.0 case where sub-protocol Q.931 turngdmbe a protocol shared
with at least ISDN and ATM (meta level two).

Meta level 3: Protocols also share a number of (en)coding schemes, eiwryp
schemes, notations, and the like. If protocols are thougtha languages that pro-
tocol implementations communicate in, the notations that grotocols themselves
are described in can be thought of as the alphabet of the dgeguin order for the
implementation to handle a protocol message, it first hasatsepthe alphabet. A
vulnerability in e.g. a coding scheme or in its common impatation can have un-
foreseeable scope and consequences. These are calle@wvetthree vulnerabilities.
In the test-materials this is reflected by ASN.1 chain, aethacheme with numerous
protocol families, for example LDAP, SNMP, H.225.0 (substH.323), and others
(meta level three).

While meta level three vulnerabilities seem hard to graspriyyanalytic means, it
appears that meta level two vulnerabilities can be appdetby charting protocol
dependency. Hitherto, the approach to protocol dependerttee PROTOS team has
been a reactive one, dependencies have been taken intcnacey after they have
surfaced in research. Post-mortem analysis on the H.228n@nmabilities included a
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SPECIFICATION HISTORY

ITU-T V1 V2 V3 V4 V5

(H.323) / /
ITU-T Q.931 Q.931 Q.293] Q.931
(ISDN) rev.1 Q2971 rev.2

ATM UNI'2.0 UNI'3.1T UNI4.0 UNI 4.1
UNI 1.0? UNI 3.0

1988 1990 1992 1994 1996 1998 2000 2002 2004

Figure 9. The specification history of Q.931 explicates itdqcol dependencies.

© Pasi Kemi

study on the history of Q.931 specifications. The resulessgnted in Figure 9, clearly
show the forks taken in the development of the specificat@on the resulting de-
pendencies to other protocol families. Had the analysis Ipegformed in the early
stages of test material development, it would have beenwaiuable asset in impact
assessment and test subject selection. Testing could helueled all affected imple-
mentations, focusing on the most important ones.

3.1.1. Impacts of Protocol Dependency

Figure 10 presents an example case on protocol dependemtyiimy multiple imple-
mentations (A1, B1 ...), three protocols (A, B and C), twotpool families (I and II),
and a higher level schema)( It can be readily noted that the impact area of a vulnera-
bility progresses geometrically as the vulnerability astsemeta levels of dependency.

However, not all dependencies result in such drastic iser@ascope. The ellipses
present the cases where entities of various meta levelbieghrtain dependencies be-
tween themselves only. The upper ellipse represents a depeyshared by notation
« and protocol family | but not the protocol family Il, and thenler ellipse a depen-
dency between two individual protocols but not with the otbetocols from family
Il.

This example advises that the impacts of protocol depenelentay be varied. Im-
pact assessment calls for detailed analysis of the enititredsed.
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Figure 10. A scenario with different levels of dependencies

3.1.2. Causes of Protocol Dependency

Re-use of existing components (as-is or with only cosmdianges) is a common
habit of the IT industry, particularly in standardisatioBtandardisation bodies such
as ITU-T build new standards heavily based on the preegigiiotocol portfolio. A
significant factor behind this policy are the resources laate been used by the in-
dustry to implement the existing components. Re-use @edtier dependency on the
shared components, and wildly increases the impact of theexabilities related to
these components.

Standard boards are also heavily occupied and otherwiseeidéd by actors from
the industry that try to leverage the development of stadglt their advantage. The
standardisation process is often riddled with compromasesng the various interest
groups, sacrificing the technical integrity of the resgtstandard for political and
business interests.

Dependency through re-use also presents itself when adrdode, methods or
protocols appear in multiple implementations. This mayuociue to a shared legacy
code, similar choices made during implementation, plainse or other factors. lden-
tical structural foundations are used, albeit possiblyrfaitiple purposes, and the
affected implementations are subject to shared vulnétiabil

Component re-use often includes moving a component outsideiginal context,
for example using components from a telephony network inltkernet. This may
yield unexpected results as the assumptions made wheimng¢a¢ component may
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not hold at all in the new context. Common examples of suchradigm shift are
the problems caused by using components from single-uségrag in multi-user en-
vironments due to missing access control and input vabdathecks, among other
issues.

In contrast, problems can arise when an implementation nsesl technologies
instead of adopting well-tried and tested ones. This kindeselopment can have its
benefits if proper care is taken. If not, it can lead to repiincpthe very errors that had
plagued the present de facto standard in its early daysidicdise, the new technology
has merely reinvented the wheel and in a way becomes depedére technology it
tried to recreate. It has been suggested that the Wirelegkcapon Protocol (WAP)
are is an exemplary case of the downsides of overlappindaawent [49].

3.1.3. Types of Protocol Dependency

If a protocol is shared among different protocol familiesl @mvironments, it can be
thought of as a subset of protocols that contain it. SinyJalprotocol itself can be
a superset, i.e. it can use or contain a set of protocols thghitnm turn be shared by
other protocols. Study on both of these dimensions is beakfic

Charting which protocols incorporate the target protosaliseful for determining
its scope of dependency and the impact of vulnerabilitiehéprotocol and its im-
plementations. This was demonstrated with the case of theerabilities in Q.931
message handling.

On the other hand, charting the protocols incorporated bytdlget protocol gives
insight on its usage scenarios and on the services it affeotsexample, H.225.0 con-
tains units for call signalling and registration, admissand status (RAS). Therefore
the affected services are H.323 terminals, gateways ae#@gers providing admis-
sion control services. H.323 gateways provide protocolemsion service between
different network and terminal types, which implicates teaise of signalling data.

Additionally, protocols can form complex chains that prgate data and/or control
data between a source and a destination. For example, &iottem data can travel
from a client to an authentication database through a madkiof servers and authen-
tication servers via various protocols [50]. Some of theasod the chain will simply
pass the data along but other nodes may try to interpret ms,TWulnerabilities may
be triggered in the later parts of the protocol chain if thegea data is erroneous. In
this case the vulnerability is a result of data propagatepethdency.

Similarly, the passed data may represent control data famghementation or a
protocol along the chain. In the authentication example,database server usually
handles the data it receives as control data, and maliciuatireatication input by the
user will trigger a vulnerability in the database [50]. Tingnerability can be thought
to result from control propagation dependency.

Other types of protocol dependencies might be the resulibidéntal common com-
ponent re-use between protocols. Dependent componentgoiagie interfaces, ob-
jects, parsing mechanisms and libraries.
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3.2. PROTOS-MATINE Method

As discussed in the previous chapter, the risk managemensystem is difficult due
to the changing nature of information technology. A protpbowever, is more of a
static entity. Many successful protocols have been in usddoades, and changes in
specifications are relatively scarce. This makes it easi@mndiude protocols in risk
assessment.

Protocol dependency is a subtle view on the technologi¢gdaha the information
infrastructure. It complements the known views and offee® mnsights on techno-
logical dependency. Understanding protocol dependertty thie assessment of the
dependencies of an infrastructure and the impact a vuliigyalould have on it. It
guides the coordination of resources in response to vuigies in the infrastructure
and allocation of resources towards effective researctpemactive work on improv-
ing the robustness of the infrastructure. This work inckittee current vulnerability
management work as well as crisis scenario planning “witigiestions. The benefits
are both technical and managerial.

Risk assessment methodologies have a need for complememtdelling tools [4]
[13]. A modelling methodology for protocol dependency ebbk such a tool. The
scope of protocol dependency is wide, and its study wouldireqdvanced data gath-
ering methods along with visualisation methods to pregentesults in easily grasped
and compressed forms.

PROTOS-MATINE methods for researching protocol depengéamdude:

1. Expert interviews augmenting the plain data mining appno

2. Summaries of relevant technical specifications, théations to other specifica-
tions and historical dependencies

3. Surveys of the public attention on the security of difféngrotocols and protocol
implementations

4. Surveys on the prevalence of protocol implementatiodglagir usage environ-
ments

The accumulated data is presented with views that bring figreint aspects from
the data related to protocol dependency and security (sped-IL1). As the results
of the method are highly visual, they can additionally beduas a communication
method between researchers and other actors.

3.2.1. Views

The PROTOS-MATINE method illustrates protocol dependesi¢drom multiple an-
gles. These different views aid in perceiving the inhedgemand hidden links be-
tween protocols. The method puts forth the structures, riigecies and vulnerabil-
ities present in the gathered protocol-related data. ldleltvisual views are used to
clarify different kinds of protocol data for various usagesarios.

The three views mainly used in the PROTOS-MATINE method &ee frotocol
view, the technological usage view and the organisatiomal.vThe main views can
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Figure 11. Data sources and research results of the PROTAIINE method.

be modified according to a specific target group or usage goerfss an example, a
protocol view can be focused on the most essential deperdeior an organisation
by including data on all the protocols used by software thatitical for the operations
of the organisation. When used together, the three viewseptea general view that
cannot be discovered without the richness of sources amgpuiats.

Protocol View

The protocol view describes the history of a protocol speaiibn along with its con-
nections to different versions of other protocols. Thisawie useful in outlining the
scope of utilisation of the examined standard by other pato It describes the whole
lifespan of the protocol from the standardisation orgarasgpoint of view.

A survey of the Multipurpose Internet Mail Extensions (MIMprotocol presents
an example case of the protocol view. MIME was originallyigeed to be an email
exchange standard that enables the delivery of multipaatlenessages. The parts of a
MIME message body can include different data types repteden different formats.
Currently MIME is used in a much wider scope, ranging fromlegpions such as
mobile messaging to the so-called enterprise web servikeshere are two distinct
ways in which applications use MIME, two protocol views aregented.

The first protocol view (Figure 12) includes the protocolatthse MIME for data
representation. It shows that, for example, the MMS prdtased in mobile telecom-
munications and the ISUP protocol present in the digitahghsystems employ MIME
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formatted messages. Use cases for the view include detegriest subjects for a
MIME test suite and discovering the scope of protocols idiclg MIME that might be
at risk to a MIME vulnerability.
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Figure 12. A view on the protocols that employ MIME.

The second protocol view illustrates the data formats dedig in MIME format,
which sheds light on the software and hardware that empldyBiIFigure 13 clarifies
the services and usage scenarios that can be susceptibl&te fults. For example,
MIME messages are used to describe fax messages and LDARa&ckhdich may
render fax machines and directory servers vulnerable toMBAlulnerability.

Technological Usage View

The technological usage view describes the usage envimtnohi¢he examined pro-
tocol. It is used to chart the equipment that employ the pator handle protocol
data.

The technological usage view of the MIME protocol presentedrigure 14 in-
cludes the appliances that produce, convey or accept MIMEsages, along with
inter-appliance linkages. The blue boxes represent theisedsoftware that handles
MIME messages, such as WWW-browsers, news readers andaftaibge. They are
connected to servers that handle news and email message®/w Yages with the
help of the Hypertext Transfer Protocol (HTTP) protocol. HTor HTTP-like pro-
tocols relaying MIME messages are also used by many otheéognis such as the
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Figure 13. Data formats delivered in MIME format.

Session Initiation Protocol (SIP) used in Internet telephdAlso, the now-abundant
firewall, virus scanner, and content filtering software hamerocess MIME messages.

The technological usage view illustrates the prevalenak wsage environments
of protocol implementations. If need be, the view can be egpd to organisation-
specific product and vendor listings.

Organisational View

The organisational view depicts the sectors of an orgaoisathere the examined pro-
tocol is used. The view lends itself well to organisationslifferent size from SME:s
to infrastructures. For example, the organisational viéwa gorporate organisation
shows which offices and branches use the examined protohd.view displays the
scope and criticality that a vulnerability in the examinedtpcol would have for the
organisation along with the affected actors.

The organisational view in Figure 15 is an example mappindefusage of H.323
protocol in the Finnish critical infrastructure. Data gatéd from interviews and me-
dia follow-up is visualised in the view to clarify the usagelgprevalence of the H.323
protocol suite in the critical infrastructure. This reprets the importance of the pro-
tocol to the society, and the functions that could be rerdlareavailable by a protocol
vulnerability.
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Figure 14. The technical usage view of the MIME protocol.

3.2.2. Data Sources

The major sources of data in the analysis of a protocol argithi@col specifications
created by standardisation organisations, related fiteraexpert interviews, and me-
dia follow-up.

The analysis is started with a scan of the specificationsiterdture to get an initial
outlook necessary for preparing an interview question &aork. The forming of an
expert contact network is started in the early stages of tlaéyais. The network can
be tapped for interviews as soon as the question framewadngplete. The contact
network is supplemented with new contacts from previousrunews throughout the
entire analysis. Media is also followed all along the analys

Visualisations are formed as soon as some data is availatleanstantly iterated
upon as soon as further information is received. At intevgiethe visualisations are
presented to experts, whose comments represent an extreatahble input for the
development of more effective views. A central protocobdapository is introduced
with data from analysis of standards and literature. Theerratfrom the interviews is
transcripted and analysed for the repository, which is afstated with data from the
media.
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Figure 15. An example of an organisational view of the H.323ify of protocols
from the viewpoint of the Finnish critical infrastructure.

Open Source Intelligence

The PROTOS-MATINE method aims for the analysis of criticafrastructure and
other distributed, diverse and often privately owned ossiféed systems. Thus it is
easy to argue that publically available information is nafisient for such analysis.
However, experience from the intelligence community sstgetherwise [51].

Historically, states have used intelligence to monitortgwhnical advances of ad-
versaries to save time and money on domestic projects. Onahtise cases, open
sources have amounted to as much as 80 percent of the udédentz. Highly clas-
sified and isolated cases are seen as the main limitatiohge ehéthod. In most cases,
however, a wealth of information on any technical subjedtasly available. Some
of the data could also be considered classified by its naagehis distinction can
be difficult to make. Thus open acquisition of informatiorseen preferable to other
methods. [52] [53]

In recent years the development of communications and rimdton technology
have vastly expanded the exploitation opportunities ohagmurce information. Cur-
rently it is estimated that even 90 percent of intelligenteens from public sources
while six percent of the remaining represents grey inteflice, i.e. non-classified ma-
terials of limited distribution. The analysis based on opearce information can be
based on a ample body of data, which amplifies its trustwoes although some de-
tails may be lacking. The direction of the intelligence tosgeconomy and technol-
ogy advocates its efficiency. Thus, it is proposed that ajhdhe PROTOS-MATINE
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method is best used from within the examined organisati@an also be applied from
the outside. [51]

Protocol Specifications

Going through the technical documents describing a givertopol takes a great
amount of time. Searching for specifications related to @oga from the documen-
tation of a standardisation organisation may prove chgiten Not all the documents
are electronically available, and some of them may carrgepiags. An example of a
good source of specifications is IEFT, whose Request For Ganrtsy{RFC) documents
are easily probed with help of good indexes and efficientcbefamctions.

Other noteworthy standarisation organisations, alony exemplary related stan-
dards, are included in Table 2.

Table 2. Standardisation organisations and some of theidards

Organisation Standard

ISO OSIl standards (X series)

ATM Forum | ATM related standards (B-ICI, LANE)

ITU-T Telecommuncation standards (H, G and T series)
ETSI Telecommunication standards (GSM, UMTS, 3GPP)
IEEE Electrical interfaces (RS-232C, 802 series)

ANSI Various standards (FDDI, Z39.50)

In addition to the specifications made by standardisatigamsations, protocol re-
lated data is abundant in literature and the Internet. THeviong list includes some
sources that have been found to be helpful in the analysiaradws protocols.

¢ Protocols.cont,
e Network communication protocols ma@and

e TCP/IP lllustrated Volume 1, The Protocols [54].

Expert Interviews

Expert interviews are an instrumental source in the foromaif the technological us-
age views of a protocol. Interviews deliver the most genwieev on the protocol
related technologies, for the specifications do not necésggve a realistic outlook
on the utilisation of the protocol. In reality, the specifioas may not be implemented
at all or the implementations may be missing critical porsiof the specifications. It
may also be the case that even if implementations do exigtteenot used widely, or
at all. Often standard bodies have defined several protémolsery similar uses, and
their degrees of implementation and usage may vary gréatiythe other hand, many
implementations use protocols that are proprietary anudoformally defined at all,
which makes their analysis challenging.

http://www.protocols.com/
2http://www.javvin.com/map.html
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Experts in the organisation making the analysis are in a &kyfor the first inter-
views. Getting further interviews may prove to be difficult the experts may lack
time and incentive for giving interviews. EXxisting orgaatisnal contacts should be
maximally utilised, partners in co-operation should bet ficsbe queried for inter-
viewees. Other good sources of experts are corporate glieatdware and software
vendors, data administration and network suppliers andrasiration. Snowball sam-
pling methods are effective in gathering more interviewem® an existing basis [55].
It is used by querying old contacts for new ones and askiregvigwees to name other
experts in their field. Suitable interviewees can also badoduring the course of a
media follow-up.

The interview material is sufficiently large when the iniews mainly produce re-
curring data, i.e. when the material saturates. Interviatennel concerning standard-
ised technical matters saturates in much earlier stagestitiaé of opinion interviews
[55]. Research in the PROTOS-MATINE project indicates thatinimum of eight in-
terviews is required to form a trustworthy view on a techggloThis figure is highly
dependent on the scope of the examined technologies anddhigy@f the interviews.

The interviews are carried out face to face or by telephame{laey are recorded for
further examination. Email interviews can be used to letlsemequired transcription
effort. However, difficulties may ensue in getting intewgeby email as the request
emails are easier to ignore and can be lost amongst the atwend&other correspon-
dence. Personal contacts are by far the most effective miédhgetting interviews.

The interviews use a basic question framework that is autgdenth specific ques-
tions concerning the examined protocol. Questions reggrehnfidential data such as
the specifics of products or services should be avoided. T$tarfterviews on a pro-
tocol are a great help for further focusing of the questiamiework. The framework
is divided into four parts representing the viewpoints odges technology, security
and vulnerability disclosure. At the end of the intervielne interviewees are asked to
name other experts that could contribute to the method. dl@aing describes key
topics of the interviews, divided in the aforementionedwpeints.

The usage view
Questions related to the usage view aim to gather prototaibtusage scenar-
ios from real network environments. The resulting data striumental in the
formation of the technological usage view.

Where, how and for what purpose is the protocol used?

Which operations are the protocol and its implementaticseduo per-
form?

Is the protocol used to replace an existing technology?

Have new uses emerged for the protocol or its implements®ion

What will the status of the protocol be in the future?

Which services employing the protocol do you offer?

The technological view
Questions related to the technological view aim to discéhercontext of the
protocol in the spectrum of technologies. They complem@atéchnical usage
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view and add footnotes to the usage scenarios. Questiateddb the imple-
mentations of the protocol lay a foundation for forming thigamisational view.

Who are the most important technology providers relatetdégtotocol?

Does any other equipment become involved with network traffiated to
the protocol? What equipment?

Does any equipment you are using employ the protocol?

What plans do you have for the future use of the protocol?

Do other protocols handle data related to the protocol, @déta that the
protocol is used to carry?

Security
Questions regarding the security issues of the protocalsed to map the crit-
icality of the protocol for the organisation. The resultidgta is used in the
formation of the organisational view.

e How important is the protocol to your organisation? Whicbamisational
functions are fulfilled by implementations of the protocdtbdw critical
would a vulnerability in those implementations be for yotgamisation?

e How is the security of the hardware or software employing ghetocol
evaluated?

¢ Who would you consider responsible for vulnerabilitieshe protocol or
its implementations?

Vulnerability disclosure
Questions about vulnerability disclosure are used to gaitaetical experiences
on vulnerabilities in the implementations of the examinest@col. The result-
ing data presents the organisational view with practicaipioints on the impor-
tance of the protocol.

e Have you heard about vulnerabilities in the protocol or mglementa-
tions? Through which channels have you received this in&bion?

e How have these vulnerabilities affected your organis&tion

Snowball sampling
Snowball sampling is used to collect a list of experts thatlmaput to use to get
further interviews.

e Can you name other experts on the protocol or related teoches?

Media Follow-Up

While following the media is laborious, it rarely presentgalthat is important for
forming any of the views. However, continuous media follop/is useful for form-
ing a general view on protocols and related technologieg madia follow-up in an
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extended and expansive protocol survey should be limitgatioering relevant details
that are discovered by following the media in normal coufseak.

In a short-term survey, a representative sample from ngrespand technical jour-
nals is selected as the media source of the follow-up. Thpesob the follow-up
depends on the period of publications of the sources and @neources available
for the follow-up. It may be useful to have publications theprint their articles on
the web used for the follow-up, as they somewhat relieve therwise arduous data
gathering.

Newspapers do not usually handle technology as such, catiag instead on the
effects of technology on the society and on the day to dayolifdfhe common man.
This is why they represent a valuable counterbalance toetttenical journals that do
not usually study protocol from the point of view of infrasttures.

The media sources are searched for data on the examineagrats implemen-
tations or related technologies. This data includes thegigace and usage scenarios
of the protocol, vendors of the implementations along witkirt market shares and
contracts, users of related technologies, and vulnetigsilin the implementations.
Experts that have been interviewed in the media on the psbtepresent a source of
interviewees and shed further light on the users of the pobdto

3.3. Collaborative Data Gathering with the PROTOS-MATINE M ethod

This section explains the views that can be generated usalgATINE method. First,
the general processes for the creation of the differentveme presented. Next, proce-
dural steps for using Graphingwiki to follow these processe fleshed out. Finally,
some rationale is presented for the usage of the Graphindeakures of visualisa-
tion and inference in the PROTOS-MATINE method, and exaspfeuse cases are
presented.

3.3.1. Protocol View

The protocol view includes the development history of thetgerol along with the or-
ganisations that have participated in its developments.iftitially formed on the basis
of protocol definitions of the standardisation organigaior he organisations involved
in the development and standardisation of a protocol aretfasked with the help of
literature and databases on standards. After this theanei@votocols are queried with
the search functions provided by standardisation orgaorsa These are initially ex-
amined, especially with respect to their references. Mastbpols depend upon other
hosts of specifications for complete functionality, andsthdependencies are essential
data for the protocol view. Protocol specifications thatude the examined protocol
as a functional part also represent an important data sdord¢be view. During the
standardisation history, a protocol may have been spbttwb distinct protocols, or
two different protocols may have been merged into one.

Also the different statuses of the protocols should be nthtke As an example,
Internet Engineering Task Force (IETF) specifications camall shapes and sizes:
Internet Drafts, Standards; Proposed Standard, Drafti@tdninternet Standard, Non-
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Standards; Experimental, Informational, Historic. Ugyahe statuses of the stan-
dards shed light on the importance of the standards. Sontedecifications might
only include experimental implementations or guidancehenuse of protocol. This is
why they should be symbolised in different ways in the view.

The expert interviews contribute to the protocol view witmare realistic outlook
on the standards. The main input from the experts is data ®@@adtual implemen-
tation status of the standards: which parts of the standsads been implemented,
which parts have not been implemented, and what kinds ohestrus functionality is
included.

Figure 9 presented earlier represents a protocol view ofx®81 standard of the
H.323 protocol family. It illustrates the organisationaitthave been involved in the
development of the Q.931 standard, and the different vesabit that have been used
as components in other protocol families. This indicatesuty that protocol specifi-
cations are under constant development. Different stalidtron organisations create
new protocols and protocol families based on existing camepts. This reuse adds
to the dependencies of the components involved. In the daes @.931 protocol,
the dependencies have arisen in the standardisation grbeéseen the protocols of
ITU-T and ATM Forum.

3.3.2. Technological Usage View

The technological usage is formed on the basis of expenvietes, literature, me-
dia follow-up and protocol specifications. The role of expeterviews is focal as
they shed light on the practical details of protocol speaiftns and implementations.
Convergence has made it increasingly difficult to map déffienetwork environments
on the base of specifications alone. Thus, discerning comm@evorks requires the
involvement of experts of various environments, so thatdéselting view gets closer
to reality. Furthermore, hardware and software externdiéspecifications may need
to handle data of the examined protocol, even if the spetiicedo not state this or
states conversely. A vulnerability in the examined prototay involve these hardware
and software, which should therefore be tested for simidmerabilities.
Specifications and literature sometimes include conflictiata. Expert interviews
help to verify the actual situation in these cases. Althouggrviewing technical ex-
perts usually results in enough data on real protocol implaations and network
environments, some situations may require inspectiorvefriietworks in order to get
a sufficient view. Depending on the needs of the organisat@forming the analy-
sis, the technological usage view can also include the wsraad suppliers of used
equipment. They are found with the help of interviews and iané&allow-up.

3.3.3. Organisational View
Forming the organisational view on e.g. the critical infrasture requires interviews

from all the sectors of the critical infrastructure, whiaquires a lot of work. The
PROTOS-MATINE method divides the view into the followingcsers:
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e economy,
e energy,

e communications,

e traffic and transportation,

e central government,

e maintenance and administration of information technology
e Crisis management,

e mass communication and

e health care.

Other sector classifications of the critical infrastruetwan be found from vari-
ous sources, for example the publications of the FinnishoNat Emergency Supply
Center [1] and the [22] US President’s Information Techgglédvisory Committee.
Other infrastructures, such as those of corporate orgamsacan be classified along
branches or places of business, as appropriate.

The used implementations along with their vendors are atditfor each of the sec-
tors in the organisational view. The view presents the ssabthe infrastructure or
the organisations that employ the examined protocol. Magrasations are fully net-
worked and contain the basic Internet protocols throughtectors, which renders
the organisational view ineffective for mapping these gcots. On the other hand, the
forming of the organisational view is recommended for pcots whose functions are
more specialised. The view presents the scope of the piaiodaelated technologies
in the examined organisation, and identifies the functibas would be affected by a
vulnerability or other failure of operation in the protoawlits implementations. This
sheds light on the criticality of the protocol to the opersat of the organisation.

Forming the organisational view requires a careful ingpedif a significant body of
data from reliable sources. A realistic view requires fwilog different organisational
IT security policies and practices in addition to highly dsed media follow-up and
expert interviews. Thus, it is exceedingly important tineg visualisations are created
in an iterative manner and continually focused with inpatrirthe interviews and other
new data.

3.3.4. Extraction and Augmentation of Data

Due to the wide area of protocol dependency, the use of Gugpliki in the scope of
this thesis is focused on forming the protocol view for th€ AR S-MATINE method.
This work consists mainly of the phases of automated dataeidn, augmentation
and collaboration.

Initially, protocol data is gathered from standardisatowganisations and from in-
dices collecting data on standards. Examples of semanticidastandards include
status, types of relations with other standards, the potéoovolved and so forth. The
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data is gathered with scripted methods and inserted intespponding Wiki pages with
similar means. Most of the structured data in the standatd te imported, following
the approach of aggressive population of semantic andagit@l data from existing
databases [56]. This results in the quick generation ofatively rich body of data as
a starting point for a comprehensive protocol Wiki. Alsoeteemistructured data on
standards can be inserted.

While the process of adding given semistructured data dammeffectively auto-
mated for all cases, the extraction approach is a pragmaé¢cmaking the best use
of the data available. Although the different data sourcag adhere to any number
of conflicting explicit or implicit ontologies, a lightweid approach to ontology gives
the leverage to process the resulting primordial soup. f@psesents a bootstrapping
process for semantic Wikis, as the benefits of semantic datdlastrated only by
the availability of such data. These benefits far outweighdbsts of generating the
semantic data along with the data. Similar approaches @ aditaction have been
applied successfully [57] [58].

After the initial data gathering phase, the data gathewwu the different sources of
the PROTOS-MATINE method is inserted into Graphingwiki.eTdetails of this pro-
cess are somewhat subject-dependent, but follow the sasiedranciples. Whenever
new concepts are introduced in the data, new Wiki pages aatett to describe them,
and data concerning a protocol or other concept alreadyeii\tki is simply updated
to that page.

As much of this data as possible is inserted to the pages fothms of the attributes
of the concept and its relations to other concepts, as tlwesesfof data are machine-
processable. Page templates can be used to help formaisetdnded markup [18].
On the other hand, custom semantic tags for specific sittmtioscenario can be used.
Explanations, quotes, and WWW resources can be writtenepabe as is.

In the collaboration phase, the experts are invited to joito iview and augment the
results gathered in the Wiki from their interviews and aidti&l sources. Experience
has indicated that it may help in this phase if the data gathgrhase has not been
exceedingly careful in filtering contradictory or controsial arguments about the pro-
tocols. This is due to the fact that experts are often more keeemove such flaws
from existing data than to add complementary data to an epggg.

During these phases the data body is developed from a fargric and dry view-
point towards exceedingly rich and specific use cases. lisensdiately benefit from
the practical domain experience included in the Wiki.

3.3.5. Visualisation and Reasoning

The ability to make logic deductions on the expert-supptlath can unearth results
not easily discovered by traditional means. As an example fthe Wiki context,
Decker et al. uses reasoning to enable reuse of softwaraesrgig knowledge [59].
The approach taken in the development of Graphingwiki wetbpect to reasoning
techniques is straightforward and pragmatic, so that tbkision of logic is based
on approaches that are known to work and are required. Thes fiies heavily on
immediate benefits of reasoning, the inclusion of higheeosstructures is deferred
until they are explicitly needed [56].
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As an example case of inference on the domain of protocolraep®y, the true
cause of a network error related to two hosts containing aitplée of services can
be inferred from a data body on protocols and related impheations. Similarly,
the gross effect of a single vulnerability for a network candssessed, optionally
involving even chains of vulnerabilities and exploits. 8anapproaches have emerged
in the context of security research, particularly in netwaulnerability assessment
(e.g. [60]), but also in inspecting the configurations ofyténworkstations (e.g. [61]).

3.4. Limitations

The main limitation with the PROTOS-MATINE method is the ¢alousness of the
data gathering needed for the generation of views. Thisstem the massive amount
of data and diverse experience required for the analysiayhan-trivial technology.
The accelerating scope and convergence of technologiesases the need for diverse
experience in the analysis.

A focal source of data in the method are interviews, which lbarproblematic in
several ways. Getting interviews may prove a major chateagymost of the experts
on any subject have very busy schedules. The interviewabsrga with various in-
tractable methods may eventually invoke the non-discleticompany secrets excuse
and refuse to provide any useful information on any subjettteinterview. Transcrib-
ing and abstracting the interview material amounts to argthase of hard labour.

The population of a Wiki with data from semistructured sasres a useful facil-
ity, but it may not be applicable to a portion of available er&tl due to technical or
licensing issues. In some cases, the data abstractiorrdsanay suffer from some
constraints. Visualisation techniques are naturallytiahito a certain volume of data
that they can relay in an efficient manner.

Reasoning also has its limitations that have hindered gsimugnany cases. Main
problem is the state space explosion resulting from maksio@ledge bases. This can
be countered by using monotonic logic and highly domaircjgedata sets, although
limits on query tree depth and traversal time can also be Ipf h&ll the statements
made with Graphingwiki are essentially monotonic, as thdy bring more data to the
knowledge base without contradicting earlier statementss is due to the inherent
lack of meaning of the statements in the Wiki, as the diffeespects and relations
are only given meaning by humans interpreting them, or byirtfexence rules and
queries.

While the statements are limited in their effect, there ayesimilar restrictions to
the inference rules queries. Thus, great care must be taken generating them, as
they might bring contradiction or belief revision into theseem. The heterogeneity of
the data gathered from various sources can present lion&tbd reasoning. As there
are no guarantees on given semantic data being present conakrned pages, the
inference rules may not match all relevant data [58].
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3.5. Summary

Technologies exhibiting protocol dependency may be atlafr@m vulnerabilities
whose scopes and impacts are amplified by the chains of depepdThe PROTOS-
MATINE method can be used to discern protocol dependenciigncontext of risk
analysis. The method can be used for multiple functions whequire different views
for their operation. The current views in the method are tfloeqeol view that shows
the development of the protocol, the technological usage that depicts its technical
context and the organisational view that visualises its$ad@cope. The data required
for the formation of these views is gathered primarily by tieans of reviewing tech-
nical documents, following the media, and making intengew

In the context of the method, this work focuses of forming pinetocol view with
the help of the Graphingwiki. It facilitates collaboratiand provides for and the au-
tomated extraction of data from existing sources. The Visai@on and inference fea-
tures of Graphingiki can be used to create the protocol viesesled in the PROTOS-
MATINE method from the data derived by it. The open-endedapgh to knowledge
combined with collaboration and visualisation may provebaune that asymptotically
yields clarity in the confusion surrounding the protocols.
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4. PROTOTYPING

This chapter will describe the construction process of Giragpwiki. First the used
model of development is described. Then the developmemienaork is introduced
and some of the requirements are specified in a more detaitgdoh. Finally, the
cycles of development are elaborated upon.

The construction process of Graphingwiki began with laying a set of general
objectives for the visualisation of collaboratively ethitadata. The objectives included
an initial form for the visualisations based on hand-mageerents of the PROTOS-
MATINE project, but there was no real certainty of the effiwg or feasibility of
automating such visualisations. Conventional wisdom dwswoe engineering dictates
that this situation may be best addressed by the prototygaragigm [62]. Prototyping
consists of phases for gathering requirements, creatingck gnplementation based
on them, and user evaluation of the prototype, from whichelyeirements for the next
prototype are derived [63]. Graphingwiki was created fer ¢iplicit need of creating
the protocol views of the PROTOS-MATINE method. While thaetxrequirements
for the view were uncertain, it was deemed that the projemtigmvould still be able
to steer the implementation effort by using prototypes gphavide preliminary views.
Thus, it was decided that the work on Graphingwiki should c@nce by means of
evolutionary prototyping.

The first prototype was decided to be a throw-away systemryang out the vi-
sualisation form and methods of user interaction upon ii.[&kperiences from this
system would then form the requirements for the Wiki extemsiThe development of
the extension would then continue in an evolutionary manBasic Wiki integration
was to be performed first, with user interaction featurel®¥ahg suit.

Users of the extension test out the requirements in pra@djasting them to better
match the real needs for the software and creating furtlygrirements. Based on the
experiences with the Wiki prototype, the final apparatuséated. Besides concen-
trating to fulfill the requirements, this phase aimed to destiate the usefulness of
the data gathering methods stated in the previous chaptiee Wiki environment and
to provide effective visualisations on the given data.

4.1. Graphingwiki Extension
The main methods used in Graphingwiki include additionsh® MoinMoin* Wiki
markup and plugin tools that save the semantic data for pateressing, visualise the
semantic data and make logical reasoning based on it.

4.1.1. Wiki Selection Criteria

Naturally the most important selection criteria for the Wik base Graphingwiki on
was easy extendability. Otherwise the work would be mootreatly increased in

http://www.moinmoin.wikiwikiweb.de
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difficulty. As this work was carried out for the OUSPG, the deef the group also
played an instrumental role in the selection of the Wiki.

Wikimatrix? is a WWW resource designed to help in Wiki selection. It ines
feature comparison tables and a query wizard that lists3/#hering to given needs.
The Wiki requirements for Graphingwiki are listed in TablalBng with their sources
and rationale. The original functional requirements ofgghiagwiki are marked in the
source column with their requirement codes as per Table 1.

Table 3. Wiki requirements for the Graphingwiki extension
Feature Source Reason

Extendability OUSPG Easy development
Open source license | R3, OUSPG| Academic use,
increased availability
Stand-alone installation OUSPG Security,

ease of administration

File storage OUSPG Easy access to Wiki data
Page history OUSPG Change tracking
Written in Pythord OUSPG Language preferred by group

The MoinMoin Wiki was discovered to be the only one fulfilliadl the stated re-
guirements, which made the Wiki selection straightforward

4.1.2. Architectural Design

The high-level architecture of MoinMoin is presented inu¥ig)16. The main frame-
work is divided into the main engine and its plugin extensitmt can be unique to
each Wiki instance.

dynamic content user interaction

Request

Legend

Contains - Functionality _ HelperFunctions Layout MarkUp

Figure 16. Overview on the MoinMoin architecture.

2http://www.wikimatrix.org/
3http://www.python.org/
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The main portions of the MoinMoin engine include treguest class, which is the
main user interface of the engine. Theguest class gets HTTP headers and user
input from the user agent, which in most cases is a web browselso performs
the functions necessary to show the Wiki page or to perfornerotiser actions, as
necessary.

Thepage class is a framework class that contains methods for gepiigg text, its
current revision, status, path, access control data, dret details. Theage editor
class is responsible for sending the editor form to the ugenta getting responses and
saving data to page files if possible.

The basic MoinMoin installation contains many plugins ftarslard tasks such as
rendering page file contents in HTML and performing text skas on the entire Wiki.
Additional plugins may be installed in individual Wikis blyeir administrators.

Action plugins provide the system with extra functionality, sushsgell-checking
page content or showing a local site map with respect to tige.pdhe actions are
always related to the page viewed at the time of their invonat

Macro plugins provide small helper functions that create dynarmaident embedded
on a page. The content can be presented from various sowcksas user input,
database queries, tables of content, or random text inkskede another wiki page.

Formatter plugins present layouts of the page in various forms suchladlH XML,
DocBookK, or Python codeParsers on the other hand can be used to input portions of
the page in data formats other than the basic Wiki markug ascComma-Separated
Values (CSV) data, Internet Relay Chat (IRC) logs, and thecscode of many pro-
gramming languages.

The MoinMoin plugin system can be mostly thought of as data fochitecture,
where user input and page content determine the pluginsatbatalled, along with
their order. Figure 17 presents the flow of data in a case wtheraser desires to see
a Wiki page in XML format. In this case the XML output is implemted as aaction
plugin, which therequest calls as per user input. Thaetion goes forth to instantiate
an XML formatter, with which it calls the method of thpage class for displaying
its content. Page then calls the Wiki markugarser, which starts to calformatter
on page contents. Whenever tharser encounters macros on the pages, it calls the
correspondingnacro functions that format their output with tiermatter given by the
parser. Respectively when thparser encounters a page portion in another markup,
it calls theparser for this markup, which also formats its output accordinghg the
page data is formatted, it is sent back to tbguest, which sends it back to the user
agent. The observant reader may note that the colouringguwr&il7 corresponds to
the ordering of Figure 16.

Graphingwiki is implemented as a set of plugictionsto manipulate the page data,
macros, andformattersto render the semantic data to the desired viewable or pgoces
able forms. The design strives to maximise backwards-ctibiliy and the use of
existing MoinMoin features.

“http:/lwww.oasis-open.org/dochook/



49

Request

Y
S ‘

Legend

Call Return SendFormattedData

dynamic content - . user interaction

>

Figure 17. Data flow of a MoinMoin action.

4.1.3. Wiki Markup Additions

The chosen markup additions resemble closely those usdtelsetnantic Wikipedia
-project [18] and semantic Mediawiki [65]. Similar semarddditions developed for
MoinMoin ° were investigated but deemed to include only a portion ofdésired
features.

The goal of the markup additions is not to implement the wibtbe RDF notation,
but to present the user a simple and intuitive way to makersitamts about a Wiki page.
Statements can only describe the containing Wiki page aticel to page tag values,
Wiki pages and URI resources. Semantic data is marked uprnvptdge content and
rendered in a meaningful manner when the page is viewed.

There are two kinds of statements users can make about a \Afjd: pMetaData
statements and augmented link statements. MetaData statieiare used to realise
semantic page tags. They are implemented with a macro anefahe follow the
MoinMoin macro syntax of the fori[ Macr oNane( ar gunent s) ] ] . The arguments
of the MetaData macro consist of tag-value pairs with anooati third argument that
omits the macro from page rendering. For example, the statem
[ [ Met aDat a( Speci al Power, x-ray vision)]]
on a superhero Wiki page denotes that he or she has the ektraqgrability to conduct
airport security checks without external hardware, amahgrahings.

Respectively, augmented link statements are used to ingolesemantic link tags.
They extend the MoinMoin named link syntax forms
[: Ot her Page: W ki page] and
[http://exanpl e.comURI resource]
that create links with descriptive labels (see Figure 18igented link syntax adds a
link tag to this markup, resulting in links of the forms
[: O her Page: | i nkt ag: page] and
[http://exanpl e.comlinktag: URI resource].

Shttp://theendmusic.org/programming/MetaDataPlugin
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Wiki markup Rendering

wiki page

[ :OtherPage :wiki page]

[http://example .com URI resource] @ URI resource

Figure 18. Rendering of normal MoinMoin links.

Wiki Markup Rendering
[[MetaData(Special Power, x-ray wvision)]] SpeciaIPower
x-ray vision

[ :DrX:Nemesis: DrX]

[http://example.com FanClub: http://exanple.com] Nemesis: DrX

@ FanClub: http/example.com

Figure 19. Rendering of semantic statements.

The special keyword “From” in the end of the type string desdhat the link is an
incoming link, i.e. the referenced page links to the curpage instead of the current
page linking to it. For example, the statements
[ : O her Page: | i nkt agFrom page] and
[http://exanpl e.comlinktagFrom URI resource]
indicate that the current page is referenced by the Wiki magee WWW page, re-
spectively.

The statemenit: Dr X: Nenesi s: Dr X] on the superhero Wiki page tells that the
nemesis of our hero is Dr. X, described in the same Wiki. Retspady,
[http://exanpl e.comFanC ub: http://exanpl e. conj
states that the hero’s fan club has its web page at the URI/bitpmple.com. Repeat-
ing the link in the descriptive string is not required, thaewles do so for reasons of
clarity only. Figure 19 illustrates the rendering of thetgements.

The notation defaults to the namespace designated by the WWikavoid colli-
sions with regular Wiki pages, the pages describing the Eggeand the link tags are
prefixed with 'Property’. Thus, in the examples of the presgaragraphs, 'Proper-
tySpecialPower’ and 'PropertyFanClub’ are pages in theesdfiki.

By editing the descriptions and semantic data on the Wikepatgscribing the page
tags and the link tags, the community creates a contractefotimal meaning of a
domain - effectively an ontology. This lets the users fresdit the ontology in a very
Wiki-like fashion, which reduces the entry barrier and amages vocabulary growth
and expressiveness. For example, users of the superheracayilelaborate on the
concept of special powers (i.e. the content of the 'ProjSpécialPower’ page), adding
further information, declaring exceptions, and so forthe Rvailability of discussions
on the subject, along with relevant links and multimedid| felp in understanding
the concept. [66]

Graphingwiki is not planned to support any deeper semangiammg to ontology
entries. RDF schema or datatypes are not supported, noages ghecked for con-
sistency with any formalism. However, template pages cansee to create implicit
meta-ontologies similarly as in Wikitology [59]. For exalapa 'SuperheroTemplate’
could include statements common for all superheroes, sovthen a page for a super-
hero is created using that template, the author is remindedtdhe kinds of semantic
data that should probably be included.
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The semantic markup supports namespaced statementssildfesklid namespaces
is gathered from the Wiki'snter\Wki list. For example, the statement
[ [ Met aDat a( War dr obe: JunpSui t, Spandex)]]
tells us that the hero in question wears a flashy spandex jui@ad that the specifics
on the style of dress can be found in the Wardrobe Wiki. Ry, the statement
[w ki: W ki Two/ PageTwo O her W ki : SeeFrom wi ki : W ki Two/ PageTwo]
represents the situation where the page 'PageTwo’ of the’'WikiTwo’ has a relation
with the referencing page defined by the page 'Property et Wiki 'OtherWiki'.
Naturally, by adding the line
dc http://purl.org/dc/elenments/ 1.1/
to theInterWiki list of the Wiki in question enables the user to employ Dul@iore®
definitions in the Wiki pages. AlthoudhterWki lists are currently not user-editable in
MoinMoin, thelnterWki list provides a relatively clean and straightforward wagdol
new scope to Wiki editing. Graphingwiki uses the namespaeagly as URI prefixes
to the resource names, the RDF data corresponding to thercesis not fetched. Still,
the namespaced URIs offer some advantages, as users caandadised semantic
tags with well-defined meanings, some primitive inferengegs involving different
namespaces can be used, and external RDF tools can ut#éigelltscope of the ex-
ternal semantic data. The semantic data in the Wiki data lsarba dumped from the
Wiki in N3 notation for further analysis with external RDFols.

4.1.4. Visualisation

As the development of Graphingwiki focuses on generatiegpttotocol views of the
PROTOS-MATINE method, a practical engineering approachlbeen taken on the
visualisations. The visualisation style resembles cloed preliminary visualisations
created during the PROTOS-MATINE project (see Figures 1218). Further devel-
opment of the visualisation style is beyond this work.

Visualisations are composed of the node of the current Wigiep the links leading
to the page and from the page, and the nodes depicting tredlipkges. Alternatively,
all pages belonging to a category of the current page can éx ass the root nodes
of the graph, instead of merely the current page node. \i@ngla category shows a
whole field at one glance, including the direct and indiretations of all the members,
along with their immediate surroundings.

Page tags can be used to colour the nodes of the graph, ansl gagée filtered
based on their tags. Respectively, augmented links arenaaowith respect to their
link tags, by which they can also be filtered. Filtering caeagly reduce the clutter in
the visualisation, and helps in concentrating to desirpects of the data. Graphs can
also be ordered with respect to one of the page tags. Theliagpvare lexically sorted,
determining the rank of the nodes corresponding to the p&@@suring and ordering
the nodes offers two dimensions by which to organise the sgondata. Figures 16
and 17 illustrate the visualisation style.

Shttp://dublincore.org/
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4.15. Inference

While visualisation makes semantics comprehensiblerenfee makes it operational.
Generally speaking, inference is used to extend the setafkifiacts with the help of
rules that concern them, and to find the facts, if any, thatgeostated goal. Inference
engines that take the first approach are called forward tiwgias they start from valid
data, while backwards chaining engines start from the goéalkt proved, and apply
known facts and rules to produce a proof. [67]

A backwards-chaining inference engine is used to answetegien semantic data.
The engine uses Horn clause logic, i.e. clauses that do metrhare than one positive
literal, also used by many logic programming approachels aaérolog. Horn clauses
have desirable properties in that their satisfiability is’able in polynomial time with
algorithms linear to formula size. As the semantic data @expressed in the terms
of RDF triples, which are basically simple relations, ittsagghtforward to map them
as clauses.

The inference rules and queries are stored as Wiki pages$gragliting and refer-
ence. The rules are expressed in the N3 notation, as Grapkingarkup extensions
do not include any way to express them. The result of the gaexget of RDF triples,
also in N3 format, that maintain the conditions presentethieyquery. For example,
according to the old adage “the enemy of my enemy is my friemdévil mastermind,
Dr. X, might want to query the superhero Wiki for enemies afémemies to find new
allies to battle his nemesis, Goody Two Shoes. The rulegsgmting Dr. X’s notion
on enemies and allies, and the query would be as follows:

{?x Eneny ?y. ?z Eneny ?x} => {?z Ally ?y}
{?who Ally DrX} =>[]

The query could result in the following reply:

Cooki eMonster Ally DrX .
DrEvil Ally DrX .

Powder edToast Man Ally Dr X .
GoodyTwoShoes Ally Dr X .

Having disproved the old adage, Dr. X curses his wretchedyqadrustration.

The results of the query could themselves represent a caraplecture, especially
in the case of comprehensive knowledge bases and badly dogweries. In these
cases, the results could also be used as the input data ofstieisation engine for
easier understanding and further processing.

4.2. Prototype 1 - Visualisation
The purpose of the first prototype was to test visualisatia simple standalone tool.

This way the possible complexity of an underlying Wiki systeould be evaded, and
focus could remain on implementing basic features andigstieir feasibility.
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4.2.1. Analysisand Design

As the focus of Graphingwiki is to provide for the protocoéwi for the PROTOS-
MATINE method, data on protocol specifications was chosea srrting point for
the visualisations tested by the prototype. RFC specifinativere the most readily
available, and thus the body of data used as a starting pwitié visualisations was
derived from the RFC editor indexand summaries by Anne and Lynn Wheé&ler

The first visualisations were contrived from the startingnpoof programmatical
simplicity and similarity to the existing hand-made viewGraphs were selected as
the most appropriate visualisation style for these purpoli®des in the graphs were
chosen to represent specifications, the links between wieca depicted by the edges.
As these links are directed, they are represented withtdlezxdges. In these edges of
the form{ A, B}, A is called theparent of B, andB thechild of A, respectively. The
graphs were limited to have only a single edge for a givenmachild pair.

The graphs for the visualisations were created by taking af s@des as the starting
point and adding edges and nodes so that their parents dddechare included in the
graph. Ordering the nodes and highlighting their featusegea earlier visualisations
(see Figures 12 and 13) was defined as an additional feattive ¥sualisations. Node
coloring was deemed a straightforward yet intuitive highting method.

As the first prototype was to be a throw-away system, it wasdeéecto provide
for a suitable environment for user interface experimeAtsvisual observability via
graph exploration was seen as the focal feature of Graphikngtwas concluded that
a similarly visual and interactive interface would be nekde

4.2.2. Implementation

The first implementation task was the automated data exirafrom indices. The
data collected includes standard name, type, date, stadus&ages of different types
to other standards. This data was processed with a Pythipn teca simple hash table
data structure that was serialised to a file using Pythoriskt#® module. The Python
extension module pyparsiffywas used to facilitate the handling of the index formats.

The third party tool Graphviz was chosen to visualise the handled data. The Python
extension module PydBtwas used to express the graphs and to interface with the tool.
The ordered view was generated using doefilter of the Graphviz tool, which uses
an algorithm that produces hierarchical graphs. All thelpoed views were coloured
and ordered by the type of standard and publication yeared§tdndards, respectively.
These values were hardcoded and could not be changed.

Graphviz proved a powerful and flexible tool with an impreedeature set. Despite
concise documentation, occasional difficulties were entared in its use. The most

http://www.rfc-editor.org/

8http://www.garlic.com/ lynn/rfcietf.htm

Shttp://docs.python.org/lib/module-cPickle.html
Onttp://pyparsing.sourceforge.net/
Uhttp://www.graphviz.org/
nttp://dkbza.org/pydot.html
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prominent of these was the ordering process of the graprghaibidetailed here for
posterity as related documentation is somewhat unfocused.

The nodes of the graph are treated first. Nodes are introdiec#te graph to be
outputin hierarchical order, as this is assumed bylttdlter. The input order of edges
is contrarily not relevant. Nodes of equal rank are inseitiéal their own subgraphs,
for which parameters are set for equalising node rank. Asiiole rank node is added
to each of these subgraphs.

After setting up the nodes, edge parameters are set formim@sty the layout ac-
cording to the hierarchy. This procedure starts with assgmvisible edges between
adjacent rank nodes. Parameters are set for keeping thges asl short as possible.
After this, the edges of the input are taken into considenati

An important part of introducing edges to the ordered gragetting their minimum
lengths to match the rank separation of nodes in the higrattthe parent node has
a lower rank, setting the edge length is sufficient. In theveose situation, the action
taken is dependent on the existence of an edge in the opplxsttion between the
same nodes. If such an edge exists, the current node isedgatb the graph with
parameters set for ignoring any constraints it might havéherhierarchy. Otherwise
the edge is reverted in direction and inserted with pararmébe minimum length and
backwards direction arrow.

After these phases the ordering is complete and resultsreqdngvhere all the nodes
have defined ranks and all the edges have lengths with retspincs hierarchy. Visu-
alisation is then completed by setting any other desiredadiparameters and getting
an image in the desired format from Graphviz. This imageath#n be presented to
the user.

The first prototype was implemented as a Common Gatewayfdsee(CGl) script,
following the presumed implementation style of the final Wigrsion. The user oper-
ated the prototype by the means of a web browser. User intsrfaroviding different
levels of interaction were created. First, a minimal GraphUser Interface (GUI) was
created. It used image maps to enable navigation of the lisatian by clicking the
nodes in the graph. This approach works with any user agehpesvides intuitive
navigation but lacks any other means for modifying the isations.

To counter these faults and to increase interactivenessthét user, the GUI was
augmented with more sophisticated features. They wereemghted using Scal-
able Vector Graphics (SVG) images that could be dynamiadibnged with the Ec-
mascript scripting language. As SVG viewer was not integtah any of the major
web browsers at the time of prototyping, a separate plugiAdiybe Software had to
be installed for the viewing task. The GUI had functions ftiefing any given set of
nodes and edges from the graph as well as selecting any sede$ from a visualisa-
tion as the starting point of a new visualisation. The seleaf nodes and navigating
the graph were provided with the left and center buttons efrtitouse, whereas the
other functions resided in a context menu activated witlritjig button.

The graphs resulting from standard data sometimes prowethtge to effectively
fit the screen in such manner that they would be both compsétierand readable. A
major expanding factor for the graphs was the amount of sg@ea to the edges by
the dot filter. Thus, a visual notation for compressing the graph atssmpted. The
notation omitted some edges from the graph, showing thermmgmentation of nodes
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Figure 20. Example view by the the first prototype, using grapmpression.

with a border of different colour and thickness. This gneatlduced the size of the
resulting graphs.

Node coloring was implemented by selecting the color for ec8g tag from a
predefined list with a random lookup seeded with the Messagesd5 (MD5) hash
of the tag string. This way the tags get seemingly random tagicsvalues. The
generation of a list of distinct colors for this purpose oo be problematic.

4.2.3. Experimentation

Figure 20 depicts an example visualisation created by tee @JI. A separate legend
graph explains the notation used for edge reduction. Theupesenting the possible
layout modifications is also visible.

The prototype was used by the PROTOS-MATINE project teamréalyce pre-
liminary protocol views for some protocol families. The exignces on the chosen
visualisation styles were positive with the exception @fgr compression, which was
seen unintuitive. Another approach of reducing graph siae attempted by grouping
similar nodes into cluster subgraphs. This pursuit waskiyidropped as the current
implementation of Graphviz does not fully support clustgsgraphs.

Experiences with the user interfaces were mixed. The min@kd was seen more
usable and effective despite its very limited feature setn@is the context menu ap-
proach taken in the later development of the GUI was seeniatuitive and laborious.
In addition, the implementation of the GUI suffered fromiwas hardships related to
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the immaturity of SVG technologies. As it was at the same timéed in deployabil-
ity due to the plugin installation requirement, the wholp@ach was dropped.

Based on the experiences and feedback from the first pra&ptegguirements for
the second prototype were identified. They are presentedlie™ in the order of
importance.

Table 4. Requirements from the first cycle

Requirement # Requirement Priority
1 Wiki markup for semantic data 1
2 Parent/child visualisation of Wiki page data | 1
3 Ordering, colouring, and filtering visualisationg
4 Path visualisation 3

Requirement 1, Wiki markup of semantic data, is a directltédsam the Wiki im-
plementation choice; in order to visualise the semantia daWiki pages, there has to
be a method for marking up the data in some manner.

Requirements 2 and 3, parent/child visualisation and moujfthe visualisations,
stem from the usage experiences of the prototype. The ssiiah style was seen
sufficient for creating the existing views with the aid of waility to filter irrelevant
data.

Requirement 4, path visualisation, is based on user regjtegst feature that would
show longer paths of linkage between a given set of nodeshdneist stages of de-
velopment a quick implementation for this feature was addad the use of path
visualisation was seen to be marginal to that of the pareitd/gisualisations, it was
assigned a low priority.

4.3. Prototype 2 - Wiki Integration

The main objective of the second prototype was to bring tipeeences from the first
prototype to the Wiki environment for visualising the pagegad Additional markup
was developed for including more expressive forms of dabetpresented on the Wiki
pages.

4.3.1. Analysisand Design

Creating a throwaway prototype proved a good decision iratiaysis for the Wiki
prototype, as it was seen that many of the tools selectechéofiitst prototype were
seriously lacking. Pydot was too slow for practical purgoaed did not include some
basic graph editing facilities. Additionally, much of thgigting code suffered by
insufficient separation of data from its representation.

Implementation of the second prototype was started fromtsiar As the require-
ments for the visualisation from the previous cycle werdeyaiear, the analysis and
design was concentrated on the details of the Wiki markupaacttitecture. These are
detailed in sections 4.1.2 and 4.1.3. The semantic datecim\8&ki page was chosen
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to be stored into a file of its own, in a symmetrical manner \hih page data storage
in the MoinMoin Wiki.

4.3.2. Implementation

The firstimplementation task was to establish a storage forgraph data. A general-
purpose graph library was created for this purpose. NegtWiki markup was for-
malised. The third task combined the results of these tasksilting in the inter-
pretation and storage of semantic data with the help ofiegistnd augmented Wiki
markup. The semantic data was serialised in the defined dgoapiat.

As the markup allows for incoming links links that are notwhan the wiki page
itself, a global database of page linkage was also implesdeaging Python’s shellé
module that provides object persistence. File lockingrasiged by the lockfile com-
mand of the procmdlit suite of tools, is used to prevent simultaneous writes that a
not supported by the shelve.

The next task was to visualise the saved graphs. The latesbre of Graphviz
included Python bindings for its graph generating and fatimgroutines, which were
taken into use. The first step taken in this task was the geoeraf wrapper libraries
to abstract the visualisation from the viewpoint of the shgeaph format. This also
streamlines the generation of views, as layouts can be ggakirom any graph source
in a straightforward manner using the wrappers.

This stage of implementation suffered from many problemha$?ython bindings
were at a very early stage. Various bugs were found, for whbighreports were filed
to the developers of Graphviz. Waiting for new enhancemamdistesting out unstable
fixes resulted in weeks of delays in schedule.

As the implementation of the wrappers was at a standstibrr@te methods for
visualisation were explored. An interface for generatimgualisations with Dyna-
grapH® was implemented in the wrappers. Dynagraph also employ$staphviz
layout engine, but concentrates on providing highly intBva layouts using a client-
server architecture. It has also been used for the handfitgige graph¥. After
initial experiments this trail of development was discoo#d, for Dynagraph did not
implement all the needed functionality, namely subgraphs.

As a result from the delays, only parent/child visualisasiovere implemented in
the second prototype. This work was concentrated on cigeéliaring functionalities
and enabling further enhancements. The ordering and d¢otpof views was made
possible with respect to any semantic aspect. Unorderegwiere created witheato
filter of Graphviz that draws unordered graphs using a sprindel layout.

The visualisations employ a specialised forward chainmfigrence engine that uses
pattern matching operations [67] to create visualisationselecting properties of
graphs assembled from the semantic data in the pages. Uke ehgine presents
opportunities for creating supplemental views for varioesen highly specific pur-
poses.

Bhttp://docs.python.org/lib/module-shelve.html
Ynttp:/lwww.procmail.org/
Bnttp:/iwww.dynagraph.org/
8http://gordon.woodhull.com/dinograph/
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4.3.3. Experimentation

The scripts that provided the data for the previous cyclewsndified to save the RFC
data as wiki pages. Previous views were then repeated vathdtv system. A series
of housekeeping scripts were created in the process to radhagraph and index files
used by the prototype. These files and their formats wererwmhstant modification,
and the scripts were used to derive them anew from the pageAifeother set of pages
was created to test the compliance of the prototype to varigpes of links provided
by the MoinMoin Wiki.

Ideas for further visualisation types were searched fraarfitid of social network-
ing analysis. Graph data was output with small scripts toren&b suitable for ex-
ploration with the PajeK network analysis program. However, no generally suitable
visualisation forms were discovered.

The second prototype provided requirements 1, 2 and 3 fr@aptavious cycle.
As development progressed along expected lines, new ezqeairts were added as per
earlier plans and experiences as summarised in Table 5.

Table 5. Requirements from the second cycle

Requirement # Requirement Priority
1 Wiki markup for semantic data Done
2 Parent/child visualisation of Wiki page data Done
3 Ordering, colouring, and filtering visualisations | Done
4 Path visualisation 3

5 Improved user interface 1

6 Variable starting points and depths for visualisatioris

7 Rule-added queries by inference 2

8 Visualisation of inference results 3

9 N3 export of semantic data 3

The second prototype enabled only the most basic user atitnamaking require-
ment 5, improved user interface, quite self-explanatorgsdgi on earlier experience,
users should be presented with simple and clear methodsi$toraising the visuali-
sations.

The ability to choose variable starting points as in requeat 6 was implemented
by the previous cycle but was left out of the second protoggpés schedule became
overdue. It was however requested by users along with vieatsgo deeper in the
parent-child relationships of the data. With depthnot only the parents and chil-
dren of the start pages are included in the visualisationalse the grandparents and
grandchildren, up te generations.

Requirement 7, rule-added queries by inference, was agraiteart in the original
problem specification. It was further augmented by requenen8, visualisation of
inference results, which quite simply aims to show the statgs resulting from the
gueries as a graph, in a similar manner as other visualisgtand including the same
view modification and exploration features.

nttp:/ivlado.fmf.uni-lj.si/pub/networks/pajek/
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Requirement 9, N3 export of semantic data, was added as iteatised that there
is a great wealth of tools to process semantic data in thimsdbrThe ability to process
the data of Graphingwiki with these tools is an easy way toease the scope of the
tool, while enabling the comparison of the results acquingd to those of third party
tools. An additional factor for the selection of N3 for thetput data format was its
syntax, which is easy to generate and parse, yet legible fheople.

4.4. Prototype 3 - Usability and Finalisation

While the previous cycle was mainly concerned with enabtotfaboration on se-
mantic data, the goal of the third prototype is to providalgasable interface to that
data along with extra functionality to benefit the user. @ag out inference queries
represents the main new feature of the cycle.

4.4.1. Analysisand Design

After the failed attempt in the first cycle for providing a $igticated and interactive
user interface, the aim for the GUI in the third cycle was diaiy both in imple-
mentation and usage. Thus a simple HTML form using HTTP GES¥ sedected as
the method of implementation. This method has the downdidequiring commu-
nication, usually page reload, with the server for each igeraction. On the other
hand, forms are a de facto method of user interaction with HTahd users are highly
accustomed to it.

The Wiki concept of categories was decided to be utilisedHervariable starting
points for visualisations, as per requirement 6 from theipres cycle. Wikis usually
use categories to represent a group of pages treating sonilelated subjects. Thus it
was decided that visualising a whole category of pages irvmvecould prove highly
useful. An additional feature for adding visualisationrspges on a whim was also
deemed necessary. Path visualisation, requirement 4 frerfirst cycle, was thought
to be trivial to realise using the pattern matching enginpl@mented in the previous
cycle.

The N3 export was a self-evident feature that needed noiadditanalysis, but it
lead to the selection of N3 also as the query syntax for thpqaas of symmetry and
interoperability. The inference engine itself was the sabpf much analysis, on which
more details are available in section 4.1.5. A simple unbiesed implementation in
the style of many Prolog implementations was chosen as & lb@sthe inference
module [67].

4.4.2. Implementation

As expected, the creation of the form GUI ran without majfficilties. New versions
of the prototype were quickly adopted by users in the OUSP@s fiesulted in the
rapid improvement of the prototype, as bugs were discovanednew GUI options
were requested. Variable starting points, filtering, amé&obbptions were implemented
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without further ado. Output formats were also added for S¥iG the dot language of
Graphviz.

Further issues of browser incompatibility with the GUI nfasted with the widen-
ing of the user base. To ease the implementation, the vésti@ins were embedded to
HTML pages with image tags containing a data URI. Contrddlpormal image tags
which simply state the URI of the image, this URI scheme defineRFC 23978 in-
cludes the entire image data in base64 encoding. Howelbrpalsers do not support
the data URI scheme. Due to this restriction, another versidhe GUI was created
using the MIME HTML scheme as defined in RFC 255Using both these schemes
seems to guarantee an adequate browser coverage.

The implementation hit another snag with path visualisgtas the pattern match-
ing engine proved sub-optimal with long-spanning relatiorsulting in unacceptable
response times for the efficient usage of the prototype. ,Timgspath visualisation
was implemented a simple Moore’s breadth first search dhlgorihat can be used to
search either for the shortest path or all paths betweenem gt of nodes [68]. This
approach was based on the experiences from the first cycle.

The creation of the inference engine was approached chtefihhe N3 export of
statements was created first, as it mainly involved printiegdata that already existed
in the graph using a slightly different syntax. After thigtinference capabilities
were tested upon with eulerfy a third party reasoner component that works on the
N3 formatted data. As the initial experiments were succgssfork on a custom
inference engine was commenced. As Prolog-style reasasiagwell-established
technique with various reference implementations, angadisimple inference module
was not a daunting task.

4.4.3. Experimentation

As the third prototype enjoyed the attention of an extendsey base, it was employed
in several usage scenarios with diverse automaticallyaetdd and hand-made data.
As an example, Figure 21 depicts a visualisation made by tb®iype with data
automatically extracted from the WiFiPedia wireless stadaesource.

The inference features are relatively fresh and have natgest much use. Although
a quick experimental implementation for requirement 8yaising the results of in-
ference, would not have required much effort, the work wderded to be done after
further analysis. As the third prototype already utilises tlifferent approaches to cre-
ate visualisations, analysis is required for determiniragy of these approaches might
be unified. One possible scenario would be to create all #n@s/used in Graphing-
wiki by the inference engine, so that the now pivotal paamid visualisation would
be downplayed to a case among others.

In addition to this observation, experimentation with thed prototype spawned
new ideas and uncovered pressing problem areas. Thesenameasised in Table 6 as
the requirements from the third prototyping cycle.

Bnttp:/lwww.ietf.org/rfc/rfc2397 .txt
Bnttp:/iwww.ietf.org/rfc/rfc2557 .txt
2Onttp://www.agfa.com/w3c/euler/
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Figure 21. Visualisations of wireless networking standarsing data from WiFipedia.
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Table 6. Requirements from the third cycle

Requirement # Requirement Priority
1 Wiki markup for semantic data Done
2 Parent/child visualisation of Wiki page data Done
3 Ordering, colouring, and filtering visualisations | Done
4 Path visualisation Done
5 Improved user interface Done
6 Variable starting points and depths for visualisatioridone
7 Rule-added queries by inference Done
8 Visualisation of inference results 3

9 N3 export of semantic data Done
10 Compression of visualisations 1

11 Testing and optimisation of the inference engine | 2

12 Functional additions to the inference engine 3

13 Datatypes for semantic data 3

14 Page specific visualisation parameters 3

Requirement 10, compression of visualisations, represégt main limitation of
the third prototype. Wider usage of the prototype quite etguly revealed that some
visualisations can be too large to be grasped, even with thenmof filtering out
irrelevant data. Suggested improvement methods for thepmession of visualisations
include adding more efficient node grouping and folding awaiynportant parts of the
graph to make the resulting graphs smaller and clearer. Wi is clear that any
major improvements on the visualisations requires addlianalysis.

The inference engine of the third prototype is a relativedgh implementation that
has undergone only basic testing. It will yet require mucting and refactoring to
become mature enough for general use. An important parioibrk is the analysis
of methods for making computationally feasible reasoniegpite the threat of com-
binatorial explosion. The inference engine of the curreatqgiype is also expected to
suffer from performance issues, especially with increasése size and the degree of
the nexus of a Wiki. These bounds can be especially salightimference queries that
affect a major part of the Wiki data. However, there are wsiwell established opti-
misation techniques for unifier based inference engines.t@$ting and optimisation
work for overcoming the stated limitations constitutesuiegment 11.

The inference engine in Graphingwiki will also require sowak to be fully op-
erational in a practical manner. Requirement 12, functiadditions to the inference
engine, was introduced to address this need. A major pahi®faork includes cre-
ating the basic queries representing the common use ca#ies ioference engine. It
also includes queries with additional functionality sush*find all of the links from
the Wiki that point to non-existing pages”.

Requirement 13, datatypes for semantic data, aims for digahevay for adding
datatype support to Graphingwiki. Early analysis for th@liementation of datatypes
includes examining the input semantic data for adherenttespecified datatype pat-
terns and saving the matched semantic data with this kngeledogether with re-
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quirement 12 this facility would greatly increase the exgiee and operational power
of semantic data in a Wiki.

As the user base of Graphingwiki has grown, the need for usngsualisations for
presentation purposes has emerged. Requirement 14, pagécspisualisation pa-
rameters, has been requested by users desiring to custibmisetiook of their views.
The requirement states that visual layout parameters, asicolours and shapes, are
to be presented on Wiki pages for easy modification. Thisifeahcreases the clar-
ity of the visualisations while minimising the efforts negedfor modifying them with
external tools for presentation purposes.

4.5. Prototyping Conclusions

The prototyping cycles have shown how the MoinMoin Wiki candxtended to in-
clude some semantic capabilities. Graphingwiki uses theaMoin plugin mecha-
nism along with its existing capabilities of linking and egbry pages to create a sim-
ple and lightweight semantic tagging scheme. The taggihgree was further used to
provide for the visualisation of semantic data and makimgoaing upon it.

Most of the components of Graphingwiki experienced extendevelopment during
the prototyping cycles. The functions used to interpret stode semantic data were
the ones enduring the greatest mutation. The initial plashhable of attributes with
predefined sets of keys and values was evolved into graphsdicds of user-defined
data that could be freely worked upon. The storage formagmapced subtle changes
throughout prototyping.

The visualisation style evolved very little during the deysnent cycles. The ini-
tial style proposal developed in the first cycle was deemedrcdnd sufficient for the
purposes of Graphingwiki. The unordered view implementadngd the second cy-
cle became the only major style-related addition. It wasébilustrative for some
data sets. Other visualisation related changes in the @@vent cycles involved the
parameters for the views.

Graphingwiki has been tested with Wikis containing up to@8000 pages. The
operation of the tool has not suffered greatly from probleeiated to scalability or
performance with these data sets. In some cases, non-infesence queries suf-
fered from performance constraints that rendered thenfieiciefe. Rework on parts
of the implementation is expected to remove most of theskl@nes. The main limi-
tation of the visualisations was their expansion with masdiata sets. Some of these
visualisations became too large to be effectively handiethk current functions of
Graphingwiki.

The requirements of Graphingwiki evolved among the pratioty cycles as fol-
lows: the first prototyping cycle implemented the vague negments for simple vi-
sualisations using a predefined data set. As these vistafisavere found effective,
requirements were laid out for transferring the experisnaiethe first cycle to the
Wiki environment. The second prototyping cycle was maigaerned with building
a Wiki integrated framework to provide functionality, padf which were identified as
requirements. The third prototyping cycle then went on tplament this functionality
that was mainly related to user options and inference.
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Table 7. Application features compared to Graphingwikuiegments

Applications R1/ R2| R3|R4| R5| R6
mSpace - - X | X |- -
Gzz - X |- - X |-
Gnowsis - - X [ X |- -
SemperWiki - - X | X |- X
Fenfire X | X |- - X |-
Rhizome X |- X |- - X
Makna X |- X | X |- X
KendraBase X |- - X |- X
Semantic Mediawiki X | - X | X | X |-
WikSAR X |- - X | X | X
MoinMoin Wiki

with Graphingwiki | X | X | X | X | X | X

The Graphingwiki tool that resulted from the prototypingcies includes the ba-
sic features needed for collaborative management of setnamiwledge. Table 7,
a new version of Table 1 on Page 24, illustrates how the ifiedtrequirements are
implemented by different tools. The requirements were: &igports the iterative
collaboration of a large body of experts, R2) creates visagbns which can be inter-
actively adapted to the needs of the user, R3) is widely abviE| enabling diffusion
to a wide user base, R4) is easy to use and does not requiraibstastial training,
R5) enables the creation of a data model based on the coatehR6) has advanced
semantic querying or rudimentary inferencing abilitieee MoinMoin Wiki enhanced
with the Graphingwiki extension is included in the companisThe MoinMoin Wiki
implements the requirements R1, R3, and R4, which Graphkigmgments by im-
plementing the requirements R2 and R5. Consequentialgpi@ngwiki implements
all of the requirements for collaborative knowledge mamagyet identified in the scope
of this thesis.
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5. DISCUSSION

The objective for this thesis lies within the introduced ceypt of protocol dependency
in the context of critical information infrastructures. &main goal of the work is to
provide the risk assessment tools necessary for the mareagefithese dependencies
and the vulnerabilities they evoke.

The most important contributions of this work include the IROS-MATINE
method for the management of protocol dependencies and rdgeh{Bgwiki tool to
support the use of the method. Collaborative knowledge gemant with interactive
visualisations is the main process used to fulfil the obyeaif assessing dependency
related risks and vulnerabilities.

5.1. Implications of this Research

Visualising the relations of protocols has proved to be &mcéf’e method for under-
standing the scope of a single protocol in application artd/oi contexts. Visual-
isation of protocol data gathered from standards has beeth insvarious stages of
protocol-related vulnerability work, such as giving diiea to communications re-
lated to an existing vulnerability, making cost-benefitlgsia on a protocol test suite
and shedding light on the scope of applications that shoalsh@uded in the testing
process.

Graphingwiki was used throughout its development to predquotocol views for
the PROTOS-MATINE project. The data was gathered from $igations and similar
data sources both by hand and by automated methods. Somis dfath was also
refined by domain experts.

The gathering and visualisation of information was foundightforward using the
Wiki, and the visualisations successfully disclosed hiddependencies in the data set.
The views highlighted problem areas, such as protocolsatiesabundantly depended
upon, baroque relations between protocol families, andirtherent complexity of
modern networks.

This is exemplified by Figure 22, a visualisation on the Ldbistribution Protocol
(LDP) used by the Multi-Protocol Label Switching (MPLS) faynof protocols. The
view is apt in illustrating the point that becoming familiaith a technology by read-
ing all related specifications might sometimes not be a delgroption. Half of the
standards related to the LDP protocol are not displayederviéw due to paper size
limitations.

Figure 23 is a visualisation created from CVE vulnerabitista on virus scanners.
The links in the view point to the vendors whose products thkmerabilities have
affected and the file formats whose handling has exhibited/tinerabilities. Surface
inspection on the view shows error prone file formats and eesyhose products have
suffered from vulnerabilities.

It can be readily noted from the view that the handling of Rdgkrchive (RAR)
file format has resulted in most of the publically discloseatherabilities. This further
suggests that archive file formats may be among the foremésature vulnerabilities,
which makes them prime targets for malicious attack. On therchand, the lack of
exposure for file format may also suggest that it may posagésstibugs. Similarly, the
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Figure 22. A visualisation of the LDP protocol exemplifyiogmplexity of standards.
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Figure 23. A visualisation on CVE vulnerability data.
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lack of disclosed vulnerabilities in an implementation nrsaggest that its code has not
been subjected to strenuous testing. Analysis on the viesepits thus a viable testing
strategy for antivirus software. It also sheds light on tmpacts of the displayed
vulnerabilities.

Based on the experiences of the PROTOS-MATINE project griiugan be stated
that Graphingwiki performs well in its task of composing htocol views of the
PROTOS-MATINE method. In previous research, the same kafdgsualisations
have been laboriously crafted by hand. Hand-made vistiaisaare often difficult to
change, and they do not necessarily include any directeeterto their source data.
This work is enhanced by Graphingwiki as the visualisat@sktis automated and
the views are always based on accurate and available soataewhich is accessible
through the view. Therefore, the attention of researchansremain on the essentials
tasks of gathering and maintaining research data.

5.2. Limitations

In practice, the PROTOS-MATINE method introduced in thisdis consists of faceted
views for the analysis of protocol related dependenciesvév¥er, only the formation
of the protocol view has been handled in the scope of this wdtks represents the
main limitation of Graphingwiki, and further analysis isaued for the applicability of
the tool for forming other views of the method.

During testing and preliminary usage, Graphingwiki hasnbemployed in Wikis
that have had up to 4000-5000 pages of data. As there are ge agperiences with
larger data sets, no guarantees of scalability to immende®of data can be made.
Particularly the inference capabilities may be susceptibkhis limitation.

A related constraint is the handling of visualisations otergive data sets. The
existing usage scenarios on such sets have exposed casesw#ualisations have
become either overly expansive or cluttered beyond retiogniThus, the effectivity
of current functionality for handling visualisations orrdar sets of data is suspect.
Furthermore, this may be taken as an indication of inhenelmierability of the system
under inspection due to excessive protocol dependency.

The possible uses of Graphingwiki may be further limited thudiscrepancies be-
tween user expectations and the functionality providedhgyuser interface. Some
of the usage to date exhibits this phenomenon as users haweved elaborate
workarounds to achieve views that had not been providedyidahé GUI. Ironically,
Graphingwiki has entered the domain of creative featureiessribed in Section 2.1.3.

5.3. Future Research

The main focus of future research is to improve the applitgtuf Graphingwiki for
the other views of the PROTOS-MATINE method. This task idelsi gathering the
data to be used in the formation of these views and analyste@nrequirements for
the efficient automated visualisation of this data. In dffdee efforts required for this
task may surpass those of this thesis, amounting to severamonths. More accu-
rate estimates require further analysis. However, thefiierté using Graphingwiki
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as a tool to mitigate the pitfalls of the PROTOS-MATINE medheppear promising
and warrant this effort. The greatest benefits to be gainiedj tise tool are related to
expert interviews. They include the reduction of the traipdion overhead and min-
imising the laborious feedback loop between forming viend @eceiving expert input
on them.

Graphingwiki itself could be enhanced in a variety of waygitrease its efficiency
and expressiveness, and to make it more approachable fi. dd&e most important
identified areas of enhancement are listed below.

1.

Increased ontology support. A full support for different levels of ontology for-
malisation would be an obvious benefit, along with mechasimt check the
page’s adherence to a specified ontology [8][59]. RDF schenmaanipulate
typed data could be added, as well as some OWL features. Mahg onplicit
Wiki relations, such as being part of a certain category ordomade with a spe-
cific template, could be formed explicitly with these faids. Importing RDF
data related to instances of other namespaces would aleasethe application
scope of Graphingwiki.

. Visualisation and navigation enhancements. The visualisation style and the GUI

would benefit from user interaction studies and researchtloer wisualisation
styles. Different dimensional views such as ZzstructuresRolyarchies could
be used to produce more data-compact views [47]. Wiki paga&ldanclude

navigation section of related links created with the helfao&ted classification
[38] [19].

. Automatic generation of semantic data. Some of the semantic data in a Wiki

could also be automatically generated from the knowledgshaf created and
modified the page, creation date, data on referring pagendiyehe browser,
and so on [59]. Similarly, page categories could be autaabyi suggested to
the user by comparing the page with representatives frostiegi categories
using Bayesian classification.

. Tagging scheme enhancements. The creation of ontologies might be easier and

more scalable if users could first use the augmented linkagytat denote all

statements, shifting to use the MetaData-macro only whémast been ascer-
tained that the values of the link tags do not have furtherctire and can be
considered to be mere tag value data.

. Improvements in user interaction. Users could be greatly aided by the creation

of semantic data macros specific to their domains of knovdedeurther, the
user interface could include tag word suggestions to helwarge the tagging
scheme, similarly as in the del.icio.us service and the Mas@mantic Wiki.
Another aid for the tagging scheme would be the use of synetgafaring re-
lations. However, experiences from Wikipedia suggestphalblems regarding
the selection of tags are not critical, and that the sitmasdurther ameliorated
by the Wiki pages describing the tags [18].

. Visual content creation. Currently, the semantic data in Graphingwiki is created

by editing the Wiki pages and only displayed by the visu#lises. Users of
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the tool would be greatly aided by enabling the modificatiod areation of
semantic content also by the visualisation user interface.

7. Visualisation-aided versioning. Many common use cases of Wikis, such as sys-
tems documentation and contracts, can encompass a smangjagpages while
placing great demands for the trustworthiness of the iredudata. As Wiki
pages are by nature under constant revision and refinerhest tise cases re-
quire facilities for specifying the set of page versiond tanstitute the desired
state of the concept. Visualisations that are bound to BpgEage revisions
could be used to facilitate version control of such concegte making their
structure easier to apprehend.

Encapsulating the revision state of Wiki pages with visalons in this man-
ner is comparable to the transition of software versionmbifitom the per file
Revision Control System (RCS) into the set oriented Coreuirversions Sys-
tem (CVS). Whereas in software development module hieydatilitates revi-
sion tagging, in non-hierarchical Wikis the visualisasaran provide for a one
click snapshot of a larger concept. Following the evolutbdnthese visualisa-
tions could give insight into the development of the con@ept the processes
involved.

Items 3, 4, and 5 should be implementable within a man-mdgfghimate for the ef-
forts of implementing items 1 and 7 should be no more than Z8-months, although
more accurate estimation would require proper analysiglasdn. Estimating the ef-
fort needed by items 2 and 6 is rather difficult, as they ineladditional research and
implementation methods that have not yet been analysed.

5.4. Further Applications

The visualisation of information is a difficult task for whi@a variety of solutions
have been implemented. These solutions range from gengmad$e tools to highly
application specific frameworks. Drawing tools such as'Diésio?, and SmartDraw
are among the most generic of these tools. They includetfasifor creating various
types of visualisations for diverse purposes.

There are also domain specific tools for visualisations. dvimapping tools facil-
itate ideation by visualising an entirety related to a kesdvor a concept. Technical
planning applications use various forms of visual modelsigch as UML, SA/SD,
flowgraphs, and network diagrams, to depict a system in aenstahdable manner.
Project planning tools employ various visual aids such gamsational charts, gantt
charts and timelines. In short, all these tools aim to aidnla@agement of domain
specific knowledge with the help of visualisation.

Semantic Wikis are a natural placeholder for various kind$omain-specific data
that are produced in normal course of work, enabling coliatian and groupwork. It
has been claimed that semantic tools also have applicatidearning by evaluating,

http://www.gnome.org/projects/dia/
2http://www.microsoft.com/office/visio/
3http://www.smartdraw.com/
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Figure 24. An organisational chart created with Graphirkgwi

manipulating, and presenting data in new ways [57]. Visiraj this data according
to the requirements of a given domain presents an effectieod for making its
contents easier to grasp by humans.

Consequently it is no surprise that in addition to fulfilliig intended purpose for
creating the protocol view of the PROTOS-MATINE projecta@hingwiki has proved
to be useful for a variety of other tasks. New applicatioraaremerged at a constant
rate during its development, indicating that there is a tgnegd for lightweight in-
formation visualisation facilities. Some of the applicatiareas are illustrated by the
examples in the following paragraphs. Also the architextliagrams of Graphingwiki
presented in this work (see Figures 16 and 17) representadbiiapplication domain.

Figure 24 is a organisational chart of a company that has bexted with Graph-
ingwiki. The nodes of the graph represent the roles of défieemployees while edges
report the reporting and management chains between the rblee roles are ordered
by their required experience and colored according to tipadments they belong to.
Similarly, Wiki pages containing data on employee resduhses and fields of know-
how could enable efficient resource management and aid bi@roresolution. Social
network mapping techniques could be used on this data evdrefufor example to
identify communities and communication bottlenecks.
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Figure 25. Different laser applications, their producarg] locations.

Figure 25 represents a survey on the research on laser tegiesand on the man-
ufacturers of laser products. Data on different actorsefigld was inserted to a Wiki,
along with their relations. This view on the Wiki data depitite Finnish laser product
vendors by location, with links to the application areasheit products.
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6. CONCLUSIONS

This work introduced the PROTOS-MATINE method for handloigpendencies be-
tween protocols, and the Graphingwiki tool to be used in teéod for the handling of
protocol related data and visualisation of dependenciemgrrotocol specifications.

Graphingwiki was used by the PROTOS-MATINE project groupkioowledge en-
gineering in the domain of network protocols. The protodeimns created by Graph-
ingwiki have proven to be an effective aid in discoveringelggencies between proto-
cols, while the reasoning capabilities showed promise liedding light on complex
relationships of the semantic data. The visualisations lh@en used in various stages
of protocol-related vulnerability work.

Future research on Graphingwiki include analyses on thealisation style and
user interaction methods in the tool. This research cowddltén more compact and
easily manageable views. Another future direction is tickusion of more sopisticated
semantic features, the lack of which currently limits the o6Graphingwiki with other
semantic tools and data sources.

During the development of Graphingwiki, a great demand waedfor the man-
agement and visualisation of data from diverse domainsgé&lséthe tool was then
attempted in a number of application areas. Initial expees on the applicability of
Graphinwiki for purposes outside its intended domain ofi@gfion were very encour-
aging.

Therefore, a similar approach to handling, visualisingl exfierring on data would
probably be of much use in many other domains, includingrpne resource man-
agement and social network mapping. Organisational humsources related skill
and social network mapping and documenting informationesys from deployment
level to strategy view with dimensions on security policgagstem interdependencies
are examples of envisioned use cases.
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